Foglight" 5.6.0

Managing Oracle E-Business Systems
User and Reference Guide




© 2015 Dell Inc.
ALL RIGHTS RESERVED.

This guide contains proprietary information protected by copyright. The software described in this guide is furnished under a
software license or nondisclosure agreement. This software may be used or copied only in accordance with the terms of the
applicable agreement. No part of this guide may be reproduced or transmitted in any form or by any means, electronic or
mechanical, including photocopying and recording for any purpose other than the purchaser’s personal use without the written
permission of Dell Inc.

The information in this document is provided in connection with Dell products. No license, express or implied, by estoppel or
otherwise, to any intellectual property right is granted by this document or in connection with the sale of Dell products. EXCEPT
AS SET FORTH IN THE TERMS AND CONDITIONS AS SPECIFIED IN THE LICENSE AGREEMENT FOR THIS PRODUCT, DELL ASSUMES NO
LIABILITY WHATSOEVER AND DISCLAIMS ANY EXPRESS, IMPLIED OR STATUTORY WARRANTY RELATING TO ITS PRODUCTS
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTY OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE, OR
NON-INFRINGEMENT. IN NO EVENT SHALL DELL BE LIABLE FOR ANY DIRECT, INDIRECT, CONSEQUENTIAL, PUNITIVE, SPECIAL OR
INCIDENTAL DAMAGES (INCLUDING, WITHOUT LIMITATION, DAMAGES FOR LOSS OF PROFITS, BUSINESS INTERRUPTION OR LOSS
OF INFORMATION) ARISING OUT OF THE USE OR INABILITY TO USE THIS DOCUMENT, EVEN IF DELL HAS BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES. Dell makes no representations or warranties with respect to the accuracy or completeness of
the contents of this document and reserves the right to make changes to specifications and product descriptions at any time
without notice. Dell does not make any commitment to update the information contained in this document.

If you have any questions regarding your potential use of this material, contact:

Dell Inc.

Attn: LEGAL Dept

5 Polaris Way

Aliso Viejo, CA 92656

Refer to our web site (software.dell.com) for regional and international office information.

Patents

Foglight™ is protected by U.S. Patents # 7,979,245 and 8,175,862. Additional Patents Pending.

Foglight™ for VMware is protected by U.S. Patents # 8,175,863 and 8,364,460. Additional Patents Pending.
Foglight™ for Hyper-V is protected by U.S. Patents # 8,175,863 and 8,364,460. Additional Patents Pending.
Foglight™ for Resource Optimization is protected by U.S. Patents # 8,171,201 and 8,332,571.

For more information, go to http://software.dell.com/legal/patents.aspx.

Trademarks

Dell, the Dell logo, and Foglight, IntelliProfile, PerformaSure, and Tag and Follow are trademarks of Dell Inc. "Apache HTTP
Server", Apache, "Apache Tomcat" and "Tomcat" are trademarks of the Apache Software Foundation. Google is a registered
trademark of Google Inc. Chrome, Android, and Nexus are trademarks of Google Inc. Red Hat, JBoss, the JBoss logo, and Red
Hat Enterprise Linux are registered trademarks of Red Hat, Inc. in the U.S. and other countries. CentOS is a trademark of Red
Hat, Inc. in the U.S. and other countries. Microsoft, .NET, Active Directory, Internet Explorer, Hyper-V, SharePoint, SQL Server,
Windows, Windows Vista and Windows Server are either registered trademarks or trademarks of Microsoft Corporation in the
United States and/or other countries. AlX, IBM, and WebSphere are trademarks of International Business Machines Corporation,
registered in many jurisdictions worldwide. Sun, Oracle, Java, Oracle Solaris, and WebLogic are trademarks or registered
trademarks of Oracle and/or its affiliates in the United States and other countries. SPARC is a registered trademark of SPARC
International, Inc. in the United States and other countries. Products bearing the SPARC trademarks are based on an
architecture developed by Oracle Corporation. OpenLDAP is a registered trademark of the OpenLDAP Foundation. HP is a
registered trademark that belongs to Hewlett-Packard Development Company, L.P. Linux is a registered trademark of Linus
Torvalds in the United States, other countries, or both. MySQL is a registered trademark of MySQL AB in the United States, the
European Union and other countries. Novell and eDirectory are registered trademarks of Novell, Inc., in the United States and
other countries. VMware, ESX, ESXi, vSphere, vCenter, vMotion, and vCloud Director are registered trademarks or trademarks
of VMware, Inc. in the United States and/or other jurisdictions. Sybase is a registered trademark of Sybase, Inc. The X Window
System and UNIX are registered trademarks of The Open Group. Mozilla and Firefox are registered trademarks of the Mozilla
Foundation. "Eclipse", "Eclipse Foundation Member", “EclipseCon", "Eclipse Summit", "Built on Eclipse", "Eclipse Ready" "Eclipse
Incubation”, and “Eclipse Proposals" are trademarks of Eclipse Foundation, Inc. 10S is a registered trademark or trademark of
Cisco Systems, Inc. and/or its affiliates in the United States and certain other countries. Apple, iPad, iPhone, Xcode, Mac OS,
and Safari are trademarks of Apple Inc., registered in the U.S. and other countries. Ubuntu is a registered trademark of
Canonical Ltd. Symantec and Veritas are trademarks or registered trademarks of Symantec Corporation or its affiliates in the
U.S. and other countries. YAST is a registered trademark of SUSE LLC in the United States and other countries. Citrix, AppFlow,
NetScaler, and XenDesktop are trademarks of Citrix Systems, Inc. and/or one or more of its subsidiaries, and may be registered
in the United States Patent and Trademark Office and in other countries. AlertSite and DéjaClick are either trademarks or
registered trademarks of Boca Internet Technologies, Inc. Samsung, Galaxy S, and Galaxy Note are registered trademarks of
Samsung Electronics America, Inc. and/or its related entities. MOTOROLA is a registered trademarks of Motorola Trademark
Holdings, LLC. The Trademark BlackBerry Bold is owned by Research In Motion Limited and is registered in the United States
and may be pending or registered in other countries. Dell is not endorsed, sponsored, affiliated with or otherwise authorized
by Research In Motion Limited. Other trademarks and trade names may be used in this document to refer to either the entities


http://software.dell.com/
http://software.dell.com/legal/patents.aspx

claiming the marks and names or their products. Dell disclaims any proprietary interest in the marks and names of others.

Legend

A CAUTION icon indicates potential damage to hardware or loss of data if instructions are not followed.
A |WARNING: A WARNING icon indicates a potential for property damage, personal injury, or death.

0] IMPORTANT NOTE, NOTE, TIP, MOBILE, or VIDEO: An information icon indicates supporting information.

User and Reference Guide
Updated - February 2015
Cartridge Version - 5.0.2



Contents

Using the Cartridge for Oracle E-BUSINESS . . . . . . . . .o ittt e et e e 7
Agent Framework Components . . . .. . ... it it e e e 7
SQLRUNNEr Framework . . . . . . . e e e e e e e e 7
Toad Reports OVEIVIEW . . . . . ot e e e e e e e e e e e e e e e e 8
PrereqUISITES . . . . e e e e e e e e e 8
Pre-Setup Reports . . . . . . . . i e e e e 9
General RepOrtS . . . .. e e e e 9
Completion Task REPOIES . . . . . o i ittt e e e e e e e 9
OEBDatabase Agent OVEIVIEW . . . . . . . . i e e e e e e e e e e 10
HealthCheck Collections . . . . .. .. .. e et e e e e 10
Other Collections . . .. . . .. e e e e e e e 10
Creating an Oracle Database User . .. .. .. .. ...ttt iie o 10
OEBDatabase Agent Properties . . . . . . .. it i e e e e e e e e e e e 10
Setting the Data Management Properties . . . ... ... ... .. .. 11
Setting the Connection Details . . . . . .. .. ... 12
Setting the Uptime Properties . ... ... ... . ..ttt iiee e 13
Setting the General Properties . . . .. .. .. . .. e 13
Setting the Concurrent Request (1) Properties .. ... ... ... ... . ... 16
Setting the Concurrent Request (2) Properties . ... ... ... .. ... ..., 18
Setting the Full Service Properties . . ... .. . . .. .. 20
Setting the Self Service (1) Properties . . ... ... .. i i e 21
Setting the Self Service (2) Properties . ... ... .. ... .. . ... 22
Setting the Workflow (1) Properties . ... .. . . .. .. 23
Setting the Workflow (2) Properties . ... ... ... . e 24
Setting the HealthCheck Properties . ... ... ... .. . . . . .. ..., 26
Setting the Advanced Settings Properties . . .. ... ... .. . ... ... 29
Object Monitor OVEIVIEW . . . . . ittt i e e e e e e e e e e e e e e e e 30
Listing Objects Being Monitored . . . . ... ... .. . . .. .. 31
Adding Objects To Be Monitored . . . .. . ... ... e e 31
Suspending Objects Temporarily . . . ... ... . i e e et e 31
MONItOriNg VIEWS . . . . . e e e e e e 31
Example . . e e 31
Creating Chartsand Rules . . . . . . . ... . e e e e e e e e e i 32
HealthCheck Entries OVerview . . . . . . . . . i e e e e e e e e e e et e e 32
Adding Records to the Summary Table . ... ... .. ... ... .. . ... . .. .. .. .... 32
EXample . . . e 33
Creating Watched Manager VIEWS . . . . . . . ittt ittt e e e et e e e e e e e e e e 33
Creating an Oracle User . . . . . . e e e e e e 33
Reference . . . . . . e e 35
HealthCheck Components . . . . . . . . ittt e e e e e e e e e e e e e e e e 35
HC:001 - Aged Application AcCounts . . .. . ... ... ittt i et i et i e n 35
HC:002 - Accounts That Will End Date . . .... ... ... .. . ... 36

HC:003 - Cost Based Optimizer Stats Check . ... .......... ... ... ... ..... 36



HC:004 - Unsuccessful Full Service Logins . . . . . . . . ... i e e 38

HC:005 - Concurrent Manager ProcessCheck . . . . . . .. ... . .. 39
HC:006 - Concurrent Manager Control Program Check . . . ... ................ 39
HC:007 - Maintenance Mode . . . . . . . .. .. i e e 40
HC:008 - Unsuccessful Self Service Logins . . . . . . . .. e 41
HC:009 - Standard Purge Check . ... ... ... .. . . .. ... ... 42
HC:010 - Program Check . . . . . . . . e e e e e 43
HC:011 - Patch Check . . . .. . .. . e e e e e e e 44
HC:012 - Index Check . . . . . . . o e 44
HC:013 - OAM SEIVICE . . . . . i e e e e e e e e e e 45
HC:014 - GL Optimizer . . . . . . . i it e et e e e e e e e e e e 46
HC:015 - GL Unposted Batches . . . . . .. ... . . i et e e e e e e 47
HC:016 - Inventory Interface . . .. . ... .. .. e 47
HC:017 - Receivables Interface . . . . . . . ... . . i e 48
HC:018 - Invalid Objects . . ... .. .. . . i e e e e e e e e e e 48
HC:019 - Blocking LOCKS . . . . . o o e e e 49
HC:020 - Dead SeSSIONS . . . . . o i ittt e e e e e e e e 50
HC:021 - Site Details . . . . . . . .o e e 50
HC:022 - On Hold Requests . . . . . . .o e e e e e e e 51
Turning Off Individual HealthCheck Items . . . . . . .. ... ... ... .. .. . ..., 51
OEB Database Agent VieWsS . . . . . . ottt i e e e e e e e e e e e e e 53
Application Account VIEWS . . . . . . . e e 53
Application Response Time VIEWS . . . . . . oottt ittt e e e e e e i 55
Availability Views . . . .. e e e e e e 59
CR—Completed Requests VIeWS . . . . . . . it e e e e e e e e 63
CR—Concurrent Requests VIEWS . . . . .. i it e e e e e e e 73
OM—Object MoNnitor VIeWs . . . . . . .. e e e e e e e e e e e e e e 84
USERS ViBWS . . o o it i e e e e e e e e e e e e 87
UT—Uptime VieWsS . . . . . i e e e e e e e e e e e e e e 103
WE—Workflow Views . . . . . ... e e 113
RUIES . . e e e e 125
Cartridge for Oracle E-Business Suite Rules Table . . . . ... ................. 125
1D 1 127
ACCOUNTACTIVITY . . . . . e e e e e e e e 128
ACLIVEACCOUNTS . . . . L ot e e e e e e e e e e e e 128
AGENTMESSAPES . . . . ot e e e e e e e e e e e e e e e e 129
ApplicationConfiguration . ... ... ... .. ... ... 129
ApplicationResponseTime . . . . . . .. i it e e e e e e 129
ApplicationResponseTimeHistory . . .. ... ... . . e 130
Availability . ... .. e e e e 130
CompletedProgramWatcher . ... .. ... . ... .. ... e 131
CompletedReqUESES . . . . . . . e 131
CompletedRequestsHistory . ... ... ... .. . e e 132
DuplicateRequests . . . . . . .. i e e e e e e e 133
FullServiceActivity . . . . . . . o e e 133
FullServiceActivityAccumulative . .. ... ... ... . .. ... . e 133
FullServiceHistory . . .. . .. .. e e e e e 134

HealthCheck . . . . . . e e e e e e e e e e e e e e e 134



LongRuNNiNgReqUESES . . . . . . e e 135

LongRunningWorkflows . . . . . . . . e 135
OAMMESSAgES .+« v v v v e v e e e e e e e e e e e e e e e e e e e e e e e e e 135
ObJectMOoNItor . . . . . e e e e 136
OverdueWorkflowNotices . . ... .. .. ... i e e et 136
RequestLogAndOutSpace . ... .. .ottt e e e 137
RequestLogAndOutSpaceHistory . . . . ... .. .. e 137
RunningAndPendingRequests . . . . . . . . oo e 138
RunningAndPendingRequestsByManager . .. ... .. ..ot i it e e 138
RunningProgramWatcher . . . . . . . ... . e 139
SelfServiceActivity . . . . . . e 139
SelfServiceActivityAccumulative . . ... ... ... ... e 140
SelfServiceHistory . . . . . . . e 141
SelfServiceLimitCheck . .. . ... .. . . e e 141
UptimeDaily . .. ... . . e e e e e 141
UptimeMonthly . . . .. e 142
WorkflowltemActivity . . . . .. e 143
WorkflowPurgeEstimates . ... ... ... .. i e e 144
WorkflowRuntimeHistory . . . . . . . e 145
Toad REPOITS . . . ottt e e e e e e e e e e e e e 145
Importing Reportsinto Toad . . . ... . ... . i e e 145
Foglight OEBS V5 . . . . et e e e e e e e e 145
Foglight OEBS V5 Agent Properties . . . . ... ... ittt i e e e 173
Foglight OEBS V5 Agent Property Lists . ... ... . ... ... . ... 178

Quest Foglight OEBS V5 Agent SUPpOrt . . . . . . . oot i et e e e e e 182



1

Using the Cartridge for Oracle E-
Business

This cartridge contains one agent (OEBDatabase), Toad Reports and many peripheral files. It monitors the
business activity within an Oracle E-Business Suite installation by connecting to, and querying, the Oracle
database application tables.

The monitoring of the technical components used by the application (such as web servers, operating system
components and the Oracle database itself) needs to be done from the relevant Foglight for Oracle E-Business
Suite cartridge.

For more information, refer to OEBDatabase Agent Overview on page 10.

Agent Framework Components

The Cartridge for Oracle E-Business Suite provides an agent framework which incorporates many components,
including:

« Automatic exception handling and reporting through an AgentMessages table. This provides error
messages when collections fail (for example, due to missing grants, passwords or permissions, and so on)
and when problems occur in the monitored resource that need to be reported to end users.

= Built-in persistency to allow agents to be stopped and ‘remember’ their previous state/history.
= An advanced and configurable scheduling system for agent sampling.

« A built-in communications layer that allows for easy communication with other monitoring resources,
such as SQLRunner.

SQLRunner Framework

SQLRunner is a tool that handles the communication between Foglight agents and the Oracle databases they are
monitoring. It allows all the SQL and PL/SQL that the agent might need for collecting to be externalized into
files under the Foglight installation. This externalization takes the form of two different types of file: FOP files
and XML files, which are described in the next sections.

FOP Files

These files reside in the cartridge’s script directory (script/OEB/<version>/0OEBDatabase under the cartridge
installation). Through the use of subdirectories, named with Oracle and OEBS version numbers, specific versions
of these files can be loaded automatically, depending on the Oracle and/or OEBS versions being monitored.

These files are Oracle SQL and/or PL/SQL files, except they must also obey internal formatting in comment
lines to allow the agent to do some interpretation. These files are run by the agent (see installation instructions
for the exceptions), but they can be executed in SQLPIlus if necessary.

These files are responsible for creating needed grants and objects within the database that the agent is
connecting to.



XML Files

XML (eXtensible Markup Language) files are located in the config/SQLRunner/DefaultSQL directory and are
loaded by SQLRunner when it is first started. These files contain the SQL used during agent execution, and allow
for statements to include automatic variation for different versions of the Oracle instance to which SQLRunner
is connecting.

@ | TIP: Neither the FOP nor XML files should be modified without Dell Software Development involvement,
since modification may break monitoring.
SQLRunner is a multi-threaded application that allows for any number of Oracle-based agents to connect to any
Oracle instance within the enterprise. Accordingly, there is only one SQLRunner process running per Foglight

client.

Figure 1. The relationship between the Oracle instances (Databases 1, 2, and 3), the SQLRunner application
(and XML and FOP related files), and Oracle cartridge agents (Agents 1, 2, and 3)

Monitored Host 1 Monitored Host 2

XML FOP
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Toad Reports Overview

Toad reports are used for:

= Assistance with configuration of OEBDatabase agent properties. For more information, see Pre-Setup
Reports on page 9.

« Deeper analysis and diagnosis for problem resolution. For more information, see General Reports on page

9.
« Dell Support to assist with troubleshooting. For more information, see Completion Task Reports on page
9.
Prerequisites

Toad 9.1 is required for execution of Toad reports for Foglight for Oracle E-Business Suite.

For instructions on loading the Toad reports into the Toad Report Manager, refer to Importing Reports into Toad
on page 145.

@ | NOTE: The user created for Foglight should also have all the permissions required to run the Toad reports.



Pre-Setup Reports
Prior to commencing the property setups, run the following Toad reports. For information on the different

functions of Toad reports, refer to the specific Toad report’s section in this guide.

« Report: Foglight OEBS V5 Agent Support - Install - Installed Products (Foglight)
Lists installed FOP files.

* Report: Foglight OEBS V5 Agent Support- Application Information
Provides basic application information, such as versions. The most important is the Sign-On Audit Level.
This must be set to either Responsibility or Form Level to collect full service usage information.

The following reports check for the existence of the required Foglight application side objects and provide a list
of objects created on the application database:

* Report: Foglight OEBS V5 Agent Support - Install - Function Check
« Report: Foglight OEBS V5 Agent Support - Install - Package Check
* Report: Foglight OEBS V5 Agent Support - Install - Table Check

* Report: Foglight OEBS V5 Agent Support - Install - Grant Check

* Report: Foglight OEBS V5 Agent Support - Install - Synonym Check
« Report: Foglight OEBS V5 Agent Support - Install - Type Check

* Report: Foglight OEBS V5 Agent Support - Install - View Check

@ | NOTE: Keep a copy of all reports generated because this information can be used by Dell Support to
reference the initial site setup.

General Reports
The Foglight for Oracle E-Business Suite comes with a number of Toad reports to provide general application
information and aid in the configuration of the cartridge properties.

For a full list of the available general reports, refer to the Toad Reports section of this guide. This cartridge
contains one agent (OEBDatabase), Toad Reports and many peripheral files. It monitors the business activity
within an Oracle E-Business Suite installation by connecting to, and querying, the Oracle database application
tables.

The monitoring of the technical components used by the application (such as web servers, operating system
components and the Oracle database itself) need to be done from the relevant Foglight for Oracle E-Business
Suite cartridge.

For more information, refer to OEBDatabase Agent Overview on page 10.

Completion Task Reports
When all agent properties are configured and the agent collects at least once, run the Toad reports in each of
the following report categories:

* Toad Reports - FOGLIGHT OEBS V5 Agent Support

« Toad Reports - FOGLIGHT OEBS V5 Agent Properties

* Toad Reports - FOGLIGHT OEBS V5 Agent Property Lists

Copies of these reports should be retained as support references. For details, refer to the specific Toad reports
section in this guide.



OEBDatabase Agent Overview

The OEBDatabase Agent lets Foglight for Oracle E-Business Suite users continuously monitor the Oracle E-
Business Suite application activity and usage.

The agent collects information and reports on the activity of your Oracle E-Business Suite application including
concurrent managers, user connections, and workflow activity.

The number and type of Oracle Applications services is dependent on the Oracle Applications version and the
architectural implementation. For an overview of the way than an agent collects data from an instance, see
Agent Framework Components on page 7.

Foglight for Oracle E-Business Suite provides the ability to monitor running and pending requests for one or
more selected concurrent managers. For details on configuring Foglight to monitor one or more concurrent
managers, see Creating Watched Manager Views on page 33.

HealthCheck Collections

The OEBDatabase Agent comes with a HealthCheck function consisting of 22 components. All components are
listed in the HealthCheck Components section of this guide.

Other Collections

Views in the OEBDatabase Agent collect application activity information for the agent to report on. Foglight for
Oracle E-Business Suite views are listed in the OEB Database Agent Views chapter of this guide.

Creating an Oracle Database User

The OEBDatabase Agent does not create the Oracle database user required for the monitoring of the
application. A user must be created. For more information, see Creating an Oracle User on page 33.

OEBDatabase Agent Properties

When an agent connects to the Foglight Management Server, it is provided with sets of properties that it uses to
configure its correct running state.

Each agent is provided with a combination of two types of properties: Agent, and Shareable.

Default versions of these properties are installed with the Cartridge for Oracle E-Business Suite. However, you
can edit the default shareable and agent properties, configure agent properties that apply only to a specific
agent instance, and create edited clones of shareable properties that are used by a subset of the agents of a
certain type.

For more information about working with agent properties, see the Foglight Administration and Configuration
Guide.

The OEBDatabase Agent is shipped with default properties that can be modified to suit your system
requirements.
To modify agent properties:

1 Ensure that the navigation panel on the left is open.

To open the navigation panel, click the right-facing arrow on the left » .

2 Open the dashboard that lets you navigate to the agent properties by completing one of the following
steps:



= On the navigation panel, under Dashboards, click Administration > Agents > Agent Properties.
In the Agent Properties dashboard, in the Namespace > Type pane, select Legacy > OEBDatabase.
or
« On the navigation panel, under Dashboards, click Administration > Agents > Agent Status.

In the Agent Status dashboard, select the instance of the OEBDatabase agent whose properties
you want to modify and click Edit Properties.

A list of agent properties appears in the OEBDatabase pane.

OEBDatabase

Data Managerment =

Sample Interval Lisst:IOEBD_FUII 'l Edit... | Clone. . |

DAP MO(Ie:IACtiVE 'l
DAP Timeout:|3U Minutes 'l

Connection

Username: |

Password: [sesssssssssssss

Instance Name:l.

Port Number: I1521

Machine Name:l.

Service Name:l.

Oracle Home:l.

Instance Location:lLDCEﬂ 'l

Uptirme

Database Uptime Warning Daily (%): EQ.Q

The position of the Properties pane depends on the dashboard you used to access agent properties. If you
used the Agent Properties dashboard, the Properties pane appears to the right of the Namespace > Type
pane in the display area. If you used the Agent Status dashboard, the Properties pane appears across the
display area.

Setting the Data Management Properties
Use the Data Management set of agent properties to set the way that the OEBDatabase Agent collects the data.

To set the data management properties:
1 Go to the Data Management set of properties.

2 Select the list from the Sample Interval List that you want to update.

@ | NOTE: If required, sample Interval Lists can be created (see the Foglight Administration and
Configuration Guide).

3 Click Edit.
A secondary property list appears.

4 Add an entry to the list by clicking Add Row.
Fill in the dialog box fields:
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8
9

a Foglight Table—name of the Sample Interval List table.

b Frequency—the sample interval. You can choose a fixed sample period (for example, every 5
minutes) or schedule a collection to occur at a fixed time of day, every day.

¢ Hour Of Day—allows you to set the hour of the day at which the sample is collected. This value is
used if the Frequency property is set to (Time of Day).

d Minute Of Hour—allows you to set the minute of the hour at which the sample is collected. This
value is used if the Frequency property is set to (Time of Day).

e Sample On Startup—set this radio button to True when the agent is to schedule this collection
immediately after the agent starts or restarts.

f Debug—set this radio button to True when enabling agent sample debugging. See Setting the
Advanced Settings Properties on page 29 for more information about turning on agent debugging.

Click Save Changes.
Select the DAP (Database Active/Passive) Mode from the DAP Mode list.

The DAP Mode property identifies which agent, by default, is to collect the database-level metrics from
an Oracle RAC (Real Application Cluster) configuration.

This setting is only applicable when the Oracle instance being connected to is part of a RAC
configuration. The agent framework allows you to deploy multiple agents to different instances in the
RAC, but only collect the information from one instance, unless there is a failure on that instance ( the
node is down).

The options are:

« Active—specifies the agent where you want the data to come from. This value is assigned to a
single agent.

= Automatic—specifies the backup collection agents. These automatic agents act as backups if the
Active agent is no longer doing the monitoring. Once the agent marked as Active begins
monitoring again, the backup agent(s) stops collecting.

The agent properties used for sampling when an Automatic agent takes over are the values set for
the agent marked as Active. In other words, the domain-specific properties of Automatic agents
are ignored.

Select the DAP Time-out period from the DAP Timeout list.
If the Active agent isn’t monitoring for this set amount of time, one of the Automatic agents takes over.
Click Save.

Go to the Setting the Connection Details section.

Setting the Connection Details

Use the Connection set of agent properties to specify how the agent connects to the database of the OEBS
application. You need to fill in specific agent properties for the agent to be able to connect.

To set the connection details:

1
2

Go to the Connection set of properties.

Type the username that the agent is to use to connect to the Oracle instance being monitored, in the
Username box.

This username needs the correct permissions to perform its sampling. For more information, see
Creating an Oracle User on page 33.

Type the password that the agent is to use to connect to the Oracle instance being monitored, in the
Password box.

Type the name of the Oracle instance being monitored, in the Instance Name box.
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11

Type the port number for connecting to the Oracle instance, in the Port Number box.

Type the machine (computer) name or IP address of the host that the Oracle instance is running on, in
the Machine Name box.

Type the service name to be used for the connection, in the Service Name box.
Type the Oracle home directory of the Oracle instance being monitored, in the Oracle Home box.

This is the ORACLE_HOME setting that the Oracle instance is running out of. This is mainly for
informational purposes. If the Oracle instance is running on the same computer as the agent (see the
Instance Location list), this directory is checked for validity.

Choose the location of the Oracle instance from the Instance Location list. The options are:
« Local—specifies that the Oracle instance is on the same computer as the agent.

= Remote—specifies that the Oracle instance and agent are on separate computers, and that the
agent is remotely monitoring the instance.

Click Save.

Go to the Setting the Uptime Properties section.

Setting the Uptime Properties

Use the Uptime set of agent properties to specify the Uptime collection to run:

Once per day and reports on the uptime for the prior day.

Once per month and reports on the uptime for the prior calendar month.

To set the uptime properties:

1

© 00 N oo g0 b~ wWwN

=
o

11

12

13
14
15

Go to the Uptime set of properties.

Type the daily uptime collection percentage for the Database Uptime Warning Daily (%).

Type the daily uptime collection percentage for the Database Uptime Critical Daily (%).

Type the daily uptime collection percentage for the Database Uptime Fatal Daily (%).

Type the daily uptime collection percentage for the Concurrent Manager Uptime Warning Daily (%).
Type the daily uptime collection percentage for the Concurrent Manager Uptime Critical Daily (%).
Type the daily uptime collection percentage for the Concurrent Manager Uptime Fatal Daily (%).
Type the monthly uptime collection percentage for the Database Uptime Warning Monthly (%).
Type the monthly uptime collection percentage for the Database Uptime Critical Monthly (%).

Type the monthly uptime collection percentage for the Database Uptime Fatal Monthly (%).

Type the monthly uptime collection percentage for the Concurrent Manager Uptime Warning Monthly
(%).

Type the monthly uptime collection percentage for the Concurrent Manager Uptime Critical Monthly

%).
Type the monthly uptime collection percentage for the Concurrent Manager Uptime Fatal Monthly (%).
Click Save.

Go to the Setting the General Properties section.

Setting the General Properties

Use the General set of agent properties to specify various threshold and message properties.
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NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

To set the general properties:

1
2

Go to the General set of properties.
* Select Yes for Check WF Mailer Service Availability if the WorkFlow Mailer service exists.

Select No if the WorkFlow Mailer service does not exist. The WF Mailer service may not exist in some
earlier versions of OEBS.

The following OEBS report can be used to list availability:
* Report: OEBS > Property Level Settings General > Availability

* Select Yes for Check Concurrent Manager Availability since Concurrent Manager exists in all versions
of OEBS.

* Select Yes for Check for Maintenance Mode if the Maintenance Mode setting exists. Maintenance Mode
is an administrative setting which is changed via adadmin.

Select No if the Maintenance Mode setting does not exist. The Maintenance Mode setting may not exist in
some earlier versions of OEBS.

Select the list from the Object Monitoring List that you want to update.
Click Edit.
A secondary property list appears.

Foglight provides the ability to monitor (daily) the number of rows in a table or to primarily assess the
change in the number of rows in the table or view. This can be useful in tracking growth or monitoring
the health of an interface table or another functional check via the use of a view.

A list of the objects being monitored in the secondary property can be listed using the following Toad
report.

* Report: OEBS > Property Object Watch List

@ | NOTE: The Toad report lists and validates each entry in the watch list.

Add an entry to the list by clicking Add Row.
Fill in the dialog box fields:

a Object Owner—name of the object owner.

@ | NOTE: You must create a Foglight view for each table or view being monitored. The
Username specified in the Connection settings must have select access for this object.

b Object Name—the name of the object. You can create your own database table or view (for
example, object) and add these objects to the monitor list. If the object is named incorrectly, it
is not monitored.

@ | NOTE: You must create a Foglight view for each table or view being monitored.

¢ Object Type—the type of object being monitored; either a Table or View.
d Monitor—allows monitoring to be suspended by selecting No.

e Warning Threshold (rows)—the threshold for the number of objects being monitored, before a
warning error is generated.

8 Click Save Changes.
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11
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* Type the number of active application accounts alert level in the Active Accounts Warning Threshold
box.

An active account is defined as an application account where the account start date has passed and the
account has no end date, or where the account is end dated and that date is not been reached yet.

For example, set the property value to the number of user licenses for the site (named users). If the site
has an unlimited number of user license, set the value to 10 percent over the number of current active
accounts.

@ | TIP: Most sites do not know how many active user accounts they have.

The number of active accounts can be found in the following Toad report:
« Report: OEBS > Property Level Settings General > Active Accounts
* Type the appropriate name in the Active Monitored Program Name box.
By default, Foglight uses the response time (runtime) of the concurrent program FNDOAMCOL.

This program performs the same tasks each time it runs. Its response time represents the overall
response time of the application.

@ | TIP: Do not change to a program other than FNDOAMCOL, unless the FNDOAMCOL program does not
exist (OEBS version 11.0).

Where the program does not exist, the property can be set to any suitable concurrent program or the
collector should be turned off.

@ | NOTE: Regardless of the alerting type of Both, Base Lining or ASPs (see below), all of the response
time agent properties must be set.
The existence of the program FNDOAMCOL can be checked using the following report:
* Report: FOGLIGHT OEBS V5 Agent Properties > General > Response Time (1)

@ | NOTE: This report can be used to confirm the existence of any program used as a response time
check.

* Select a response time threshold option from the Alert Response Time Using list if the FNDOAMCOL
program does not run with the specified time interval.

* Both—use both of the following options to determine the warning events, where the alert is
based on the Auto Base Lining value automatically calculated by the agent and/or the ASP (agent
property) threshold values.

= Auto Base Lining—Foglight determines a setting value using the calculation:
avg(session_count) + (baseLine_stddev * STDDEV(session_count))

where:
session_count is the number of records with first_connect date before system date from the
icx_sessions table.

baseLine_stddev is the number of standard deviations to be used for auto baseline alerts; the
default is 4.

= ASPs (see below)—the response time threshold settings are taken from the next three agent
properties.

* Type in the number of seconds before a response time warning error is generated, in the Response
Time Warning Threshold (seconds) box.

This value is used when the Alert Response Time Using property is set to ASPs (see below).



The response time property levels can be estimated using the following report:
* Report: FOGLIGHT OEBS V5 Agent Properties > General > Response Time (2)

13 * Type in the number of seconds before a response time critical error is generated, in the Response Time
Critical Threshold (seconds) box.

This value is used when the Alert Response Time Using property is set to ASPs (see below).

14 * Type in the number of seconds before a response time fatal error is generated, in the Response Time
Fatal Threshold (seconds) box.

This value is used when the Alert Response Time Using property is set to ASPs (see below).

15 Select Yes for Notify OAM Warning Messages if the OAM (Oracle Application Manager) messages are
generated for the OAM warning severity.

The Oracle Application Manager or Oracle Grid Control Plug-in for Oracle Applications generates
messages based on application activity.

Foglight monitors for the existence of OAM messages and notifies when new OAM messages are
generated for the OAM severity levels (that is, Warning, Critical, and Error).

The Notify OEM agent property settings should not require change.

@ | NOTE: OAM may not exist in some older releases of Oracle E-Business Suite. If you have an older
version of OEBS, ignore these Notify OAM property settings.

16 Select Yes for Notify OAM Critical Messages if the OAM (Oracle Application Manager) messages are
generated for the OAM critical severity.

17 Select Yes for Notify OAM Error Messages if the OAM (Oracle Application Manager) messages are
generated for the OAM error severity.

18 Type in the name of the Preferred Installed Language. The Preferred Installed Language must match
one of the installed Oracle E-Business Languages.

@ | NOTE: This property only requires change when the installed language is not US English. Care
should be taken when selecting a language, since Foglight may not support that language.

A number of the Foglight for Oracle E-Business Suite collectors return data in the selected application
language.

A list of OEBS installed languages can be found using the following report:
= Report: OEBS > Property Level Settings General > Languages
19 Click Save.

20 Go to the Setting the Concurrent Request (1) Properties section.

Setting the Concurrent Request (1) Properties

There are two sets of concurrent requests properties:
« Concurrent Requests (1).

e Concurrent Requests (2).

@ | NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

To set the concurrent request (1) properties:

1 Go to the Concurrent Request (1) set of properties.



2 Select an option from the Alert Log & Out Using list:

* Both—use both of the following options to determine the warning events, where the alert is
based on the Auto Base Lining value automatically calculated by the agent and/or the ASP (agent
property) threshold values.

= Auto Base Lining—Foglight determines a setting value using the calculation:
avg(session_count) + (baseLine_stddev * STDDEV(session_count))

where:
session_count is the number of records with first_connect date before system date from the
icx_sessions table.

baseLine_stddev is the number of standard deviations to be used for auto baseline alerts; the
default is 4.

e ASPs (see below)—the settings are taken from the next three agent properties.

@ | NOTE: Regardless of the selected type of Both, Base Lining or ASPs (see below), all of the
response time agent properties must be set.

The log and out space refers to the amount of space (MBytes) generated by the concurrent requests’ log
and out files each day.

A log file contains the run time information for the concurrent program. The out file (generally the
larger of the two) is the actual report generated.

The recommended agent property settings can be found using the following report:
= Report: OEBS > Property Level Settings CR (1) > Log and Out

3 Type in the amount of space used each day for the log file and out file (in MBytes) at which a threshold
warning error is generated, in the Log & Out Warning Threshold (mb) box.

4 Type in the amount of space used each day for the log file and out file (in MBytes) at which a threshold
critical error is generated, in the Log & Out Critical Threshold (mb) box.

5 Type in the amount of space used each day for the log file and out file (in MBytes) at which a threshold
fatal error is generated, in the Log & Out Fatal Threshold (mb) box.

6 * Select an option from the Alert Completed Requests Using list:

* Both—use both of the following options to determine the warning events, where the alert is
based on the Auto Base Lining value automatically calculated by the agent and/or the ASP (agent
property) threshold values.

= Auto Base Lining—Foglight determines a setting value using the calculation:
avg(session_count) + (baseLine_stddev * STDDEV(session_count))

where:
session_count is the number of records with first_connect date before system date from the
icx_sessions table.

baseLine_stddev is the number of standard deviations to be used for auto baseline alerts; the
default is 4.

« ASPs (see below)—the settings are taken from the next nine agent properties.

0) | NOTE: These agent properties refer to completed requests only.

@ | NOTE: Regardless of the selected type of Both, Base Lining, or ASPs (see below), all of the
response time agent properties must be set.

The Alert Completed property refers to the number of requests that complete daily. The values reset to
zero at midnight (Database Server time) and start again.
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This property refers to the number of:
 Completed requests (intraday).
* Requests that complete with a status of error (intraday).
* Requests that complete with a status of warning (intraday).
The recommended Property settings can be found using the following report:
= Report: OEBS > Property Level Settings CR (1) > Completed Requests

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the Total
‘Completed' Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the Total
‘Completed’ Critical Threshold box.

* Type in the number (count of jobs completed in error since midnight) at which a threshold fatal error is
generated, in the Total '‘Completed' Fatal Threshold box.

* Type in the number (count of jobs completed in error since midnight) at which a threshold warning
error is generated, in the '‘Completed Error' Warning Threshold box.

* Type in the number (count of jobs completed in error since midnight) at which a threshold critical error
is generated, in the '‘Completed Error’ Critical Threshold box.

* Type in the number (count of jobs completed in error since midnight) at which a threshold fatal error is
generated, in the '‘Completed Error' Fatal Threshold box.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
‘Completed Warning' Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the
‘Completed Warning' Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the
'Completed Warning' Fatal Threshold box.

Click Save.

Go to the Setting the Concurrent Request (2) Properties section.

Setting the Concurrent Request (2) Properties

There are two sets of concurrent requests properties:

Concurrent Requests (1).

Concurrent Requests (2).

To set the concurrent request (2) properties:

1
2

Go to the Concurrent Request (2) set of properties.

Type in the threshold for the number of total pending alerts that generate a warning error, in the Total
'Pending' Warning Threshold box.

A pending request refers to any concurrent request that is ready to be executed. This means that the
requested start date passed and it is not on hold.

The status of each request is updated as the request migrates through its life cycle: Pending > Running >
Complete.

No history is readily available to provide reasonable values for these properties.

Type in the threshold for the number of total critical alerts that generate a critical error, in the Total
'Pending’ Critical Threshold box.

A simple report cannot provide the historical information with which to set these properties.
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Once the maximum for any given day is found, set the following values:
« Total ‘Pending’ Warning Threshold to the maximum plus 10 percent.
« Total ‘Pending’ Critical Threshold to the maximum plus 25 percent.
« Total ‘Pending’ Fatal Threshold to the maximum plus 50 percent.

Type in the threshold for the number of total fatal alerts that generate a fatal error, in the Total
'Pending' Fatal Threshold box.

A pending error normally equates to concurrent requests that do not have a manager process to run that
request. The default settings for pending error agent properties is typically suitable for most sites.

Type in the threshold for the number of total pending alerts that generate a warning error, in the
'Pending Error' Warning Threshold box.

Type in the threshold for the number of total critical alerts that generate a warning error, in the
'Pending Error' Critical Threshold box.

Type in the threshold for the number of total fatal alerts that generate a warning error, in the 'Pending
Error' Fatal Threshold box.

Select the list from the Duplicate Request Exclusion List that you want to update.
A duplicate request is defined as the same user submitting the same request with the same arguments.
Entering a concurrent program in the exclusion list excludes it from being checked for duplicates.

For example: In Human Resources, there are occasions where multiple copies of the same program are
running, such as Payroll Worker Process. In this case, the Payroll Worker Process should be excluded from
the duplicate requests check to prevent false alerts.

A list of programs excluded from the duplicate request check can be found using the following report:
* Report: OEBS > Property Duplicate Requests Exclude List

Click Edit.

A secondary property list appears.

To exclude a program you need to provide both the concurrent programs, for example, the
program_application_id and the concurrent_program_id.

Add an entry to the list by clicking Add Row.

Fill in the dialog box fields:
a Application ID—the program_application_id.
b Program ID—the concurrent_program_id.

¢ Program Name—this name is free-format text and is to be a name not used by Foglight for Oracle
E-Business Suite.

Click Save Changes.
Select the list from the Manager Watch List that you want to update.

Foglight provides the ability to monitor the running and pending requests for selected concurrent
managers.

A list of configured concurrent Managers can be found using the following report:
* Report: OEBS > Property Concurrent Manager > List of Values

A list of concurrent Managers being watched can be found using the following report:
* Report: OEBS > Property Concurrent Manager > Watch List

Click Edit.

A secondary property list appears.

Add an entry to the list by clicking Add Row.



Fill in the dialog box fields:
a Queue Name—the name of the queue.
b ‘Running’ Warning Level—the running requests for the selected concurrent managers.
¢ ‘Pending’ Warning Level—the pending requests for the selected concurrent managers.
15 Click Save Changes.
16 Select the list from the Long Running CR Exclusion List that you want to update.

Foglight alerts the user when a concurrent program runs longer than its average runtime plus two
standard deviations of its normal run time.

Selected programs can be excluded from the long running check by adding the program to the exclusion
list.

A list of concurrent programs excluded from the long running program check can be found using the
following report:

« Report: OEBS > Properties Concurrent Request > Long running Exclusion List
17 Click Edit.
A secondary property list appears.
18 Add an entry to the list by clicking Add Row.

To exclude a program you need to identify both of the concurrent programs, for example, the
program_application_id and the concurrent_program_id.

Fill in the dialog box fields:
a Application ID—the program_application_id.
b Program ID—the concurrent_program_id.

¢ Program Name—this name is free-format text (maximum 30 characters) and is to be a name not
used by Foglight for Oracle E-Business Suite.

19 Click Save Changes.
20 Click Save.

21 Go to the Setting the Full Service Properties section.

Setting the Full Service Properties

There are two forms of full service monitoring:

« Instantaneous—Full Service Activity Instantaneous reports the number of full service sessions at each
sample point.

« Accumulative (Intraday)—Full Service Activity Accumulative reports the number of accumulated full
service sessions throughout the day.

@ | NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

To set the full service properties:
1 Go to the Full Service set of properties.
2 *This option for the Alert Full Service Activity Using list defaults to:
« ASPs (see below)—the settings are taken from the next three agent properties.

Full service activity refers to the number of full service connections at the sample time.



3 *Type in the threshold for the number of full service activities that generate a warning error, in the Full
Service Activity Warning Threshold box.

4 *Type in the threshold for the number of total critical alerts that generate a warning error, in the Full
Service Activity Critical Threshold box.

5 *Type in the threshold for the number of total fatal alerts that generate a warning error, in the Full
Service Activity Fatal Threshold box.

6 Select an option from the Alert Accumulative Full Service Activity Using list:

* Both—use both of the following options to determine the warning events, where the alert is
based on the Auto Base Lining value automatically calculated by the agent and/or the ASP (agent
property) threshold values.

= Auto Base Lining—Foglight determines a setting value using the calculation:
avg(session_count) + (baseLine_stddev * STDDEV(session_count))

where:
session_count is the number of records with first_connect date before system date from the
icx_sessions table.

baseLine_stddev is the number of standard deviations to be used for auto baseline alerts; the
default is 4.

e ASPs (see below)—the settings are taken from the next nine agent properties.

Full service activity accumulative refers to the number of full service connections since midnight and
shows the overall full service activity throughout the day.

An estimate of the Property settings based on historical activity can be found using the following report:
* Report: OEBS > Property Level Settings Full Service Intraday

7 Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Accumulative Full Service Activity Warning Threshold box.

8 Type in the amount of time (in seconds) at which a threshold critical error is generated, in the
Accumulative Full Service Activity Critical Threshold box.

9 Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the
Accumulative Full Service Activity Fatal Threshold box.

10 Click Save.
11 Go to the Setting the Self Service (1) Properties section.

Setting the Self Service (1) Properties

Each self service session has both a time and a page limit. When either of these limits are reached, the self
service user is required to reconnect to the application.

The self service session check is run daily and notifies if any self service users came within X percent of the
sessions page limit or X minutes of the session time limit during the prior day.

There are two sets of self service properties:
« Self Service (1).
* Self Service (2).

@ | NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

To set the self service (1) properties:
1 Go to the Self Service (1) set of properties.

2 *Type in the percentage from the daily page limit, in the Self Service Session Page Limit (%) box.



3 *Type in the time (in minutes) from the daily time limit, in the Self Service Session Time Limit
(minutes) box.

4 *This option for the Alert Self Service Activity Using list defaults to:
* ASPs (see below)—the settings are taken from the next six agent properties.
Self Service Activity reports the number of self service sessions at each sample point.

5 *Type in the threshold for the number of self service sessions that generate a warning error, in the Self
Service Session Warning Threshold box.

6 * Type in the threshold for the number of self service sessions that generate a critical error, in the Self
Service Session Critical Threshold box.

7 *Type in the threshold for the number of self service sessions that generate a fatal error, in the Self
Service Session Fatal Threshold box.

8 *Type in the threshold for the number of self service pages that generate a warning error, in the Self
Service Page Warning Threshold box.

Self Service Activity reports on the number of self service page request rates per minute, calculated as
the number of page requests between each sample point divided by the number of minutes between
sample points, to give a rate per minute.

9 *Type in the threshold for the number of self service pages that generate a critical error, in the Self
Service Page Critical Threshold box.

10 * Type in the threshold for the number of self service pages that generate a fatal error, in the Self
Service Page Fatal Threshold box.

11 Click Save.
12 Go to the Setting the Self Service (2) Properties section.

Setting the Self Service (2) Properties

There are two sets of self service properties:
* Self Service (1).
= Self Service (2).

@ | NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

To set the self service (2) properties:
1 Go to the Self Service (2) set of properties.
2 *Select an option from the Alert Accumulative Self Service Activity Using list:

« Both—use both of the following options to determine the warning events, where the alert is
based on the Auto Base Lining value automatically calculated by the agent and/or the ASP (agent
property) threshold values.

= Auto Base Lining—Foglight determines a setting value using the calculation:
avg(session_count) + (baseLine_stddev * STDDEV(session_count))

where:
session_count is the number of records with first_connect date before system date from the
icx_sessions table.

baseLine_stddev is the number of standard deviations to be used for auto baseline alerts; the
default is 4.

e ASPs (see below)—the settings are taken from the next nine agent properties.
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* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Accumulative Self Service Session Warning Threshold box.

Accumulative self service sessions refer to the number of self service connections since midnight and
shows the overall self service activity throughout the day.

An estimate of the property settings based on historical activity can be found using the following report:
* Report: OEBS > Property Level Settings Self Service Sessions Intraday

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the
Accumulative Self Service Session Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the
Accumulative Self Service Session Fatal Threshold box.

Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Accumulative Self Service Sessions Warning Threshold box.

Accumulative self service pages refer to the number of self service page requests since midnight and
shows the overall self service activity throughout the day.

An estimate of the property settings based on historical activity can be found using the following report:
* Report: OEBS > Property Level Settings Self Service Pages Intraday

Type in the amount of time (in seconds) at which a threshold critical error is generated, in the
Accumulative Self Service Page Critical Threshold box.

Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the
Accumulative Self Service Page Fatal Threshold box.

Click Save.

10 Go to the Setting the Workflow (1) Properties section.

Setting the Workflow (1) Properties

As the OEB workflow activity status is updated and the workflow item is executed, there is no measurable
historical activity with which to base the properties. Recommended values are based on the current application
counts plus percentage.

An estimate for the workflow property settings based on the current activity can be found using the following
report:

Report: OEBS > Property Level Settings Workflow (1 and 2)

@ | NOTE: If the report returns a zero value, set the properties to the following values:
Warning: 100
Critical: 200
Fatal: 300

There are two sets of workflow properties:

6]

Workflow (1).
Workflow (2).

NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

To set the workflow (1) properties:

1 Go to the Workflow (1) set of properties.
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* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Workflow Warning Threshold box. This is the total number of workflows in the system including active,
errored, stuck, timed out, and deferred.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the
Workflow Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Workflow
Fatal Threshold box.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Deferred Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the
Deferred Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Deferred
Fatal Threshold box.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Timeout Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the Timeout
Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Timeout
Fatal Threshold box.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the Stuck
Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the Stuck
Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Stuck Fatal
Threshold box.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the Error
Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the Error
Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Error Fatal
Threshold box.

Click Save.

Go to the Setting the Workflow (2) Properties section.

Setting the Workflow (2) Properties

There are two sets of workflow properties:

O]

Workflow (1).
Workflow (2).

NOTE: An asterisk (*) indicates properties that require setup prior to deploying the agent.

When collecting workflow runtime statistics, the settings of these properties set the minimum thresholds for
workflows to be included in the historical runtime stats calculations. The workflow runtime agent properties

are:

Limit to Workflows Completed in Last X Months.

Minimum Average Workflows Runtime (days).



Minimum Workflows.

Long Running Workflow Exclusion List.

Workflow purge alerts are used to notify the administrator when there are workflow candidates for purging.

To set the workflow (2) properties:

1
2

10

11

Go to the Workflow (2) set of properties.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the
Notified Warning Threshold box.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the Notified
Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Notified
Fatal Threshold box.

* Type in the amount of time (in seconds) at which a threshold warning error is generated, in the Mail
Items Warning Threshold box.

Mail items refer to the number of workflow items waiting to be sent.

* Type in the amount of time (in seconds) at which a threshold critical error is generated, in the Mail
Items Critical Threshold box.

* Type in the amount of time (in seconds) at which a threshold fatal error is generated, in the Mail Items
Fatal Threshold box.

Type in the number of months for which workflow data is to be considered for the statistical history, in
the Limit to Workflows Completed in Last X Months box.

@ | NOTE: This value should not be changed from the default.

Sets the time range for the statistical history, which only includes workflows that completed within the
last X months.

Type in the minimum average number of days that a workflow must run in order to be considered, in the
Minimum Average Workflows Runtime (days) box.

@ | NOTE: This value should not be changed from the default.

Sets the minimum workflow runtime. This means that it excludes all workflows with a total run time of
less than X days.

Type in the minimum number of workflows of a particular workflow item type run in order to be
considered, in the Minimum Workflows box.

@ | NOTE: This value should not be changed from the default.

To keep the sample size relevant to this setting, any workflows with less than X completed workflows
within the defined period (Limit to Workflows Completed in the Last X Months) are excluded.

Select the list from the Long Running Workflow Exclusion List that you want to update.

@ | NOTE: Do not change the name of this list. However, you may edit the list of values which are
excluded.

This setting is used to exclude the workflows from long running alerts.

To exclude a workflow, it is necessary to provide a workflow name.
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A list of workflows excluded from the long running workflow check can be found using the following
report. This report also validates the property workflow names:

* Report: OEBS > Property WF Long Run Exclusion
Click Edit.
A secondary property list appears.
Add an entry to the list by clicking Add Row.
Fill in the dialog box field.
* Workflow Name—the name of the workflow.
Click Save Changes.
Select an option from the Purge Estimates Persistence Type list:
- Temp—temporary persistence type.
e Perm—permanent persistence type.
= Both—a combination of both temporary and permanent persistence types.

The Purge estimate considers workflow type of temporary or permanent or both when estimating space
savings.

Type in the minimum number of purgeable workflows that will trigger an alert, in the Purge Estimates
Minimum Workflows box.

Type in the minimum percentage of workflows that are purgeable, in the Purge Estimates Minimum
Percentages box.

Select the list from the Purge Estimates Exclusion List that you want to update.
The list is used to exclude selected workflows from purge notification.
To exclude a workflow, it is necessary to provide a workflow name.

A list of workflows excluded from the workflow purge check can be found using the following report; this
report also validates the property workflow names

* Report: OEBS > Property WF Purge Check Exclusion
Click Edit.
A secondary property list appears.
Add an entry to the list by clicking Add Row.
Fill in the dialog box field.
« Workflow Name—the name of the workflow.
Click Save Changes.
Type in the number of days for overdue notification, in the Overdue Notices Grace (days) box.
An overdue notification is a notification with an assigned user where the due date has passed.

This property applies a number of grace days, which means an overdue notification is reported when the
Due Date and Grace Period passed.

Click Save.

Go to the Setting the HealthCheck Properties section.

Setting the HealthCheck Properties

To set the HealthCheck properties:

1

Go to the HealthCheck set of properties.



2 Select the list from the Program Watch List that you want to update.

This check alerts when any of the following occurs:

Selected programs do not exist or are placed on hold.
Selected programs are either running or pending.

Selected programs complete with a status of error or warning.

A list of concurrent programs being watched can be found using the following report:

Report: FOGLIGHT OEBS V5 Agent Property Lists > Concurrent Program > Watch List

3 Click Edit.

A secondary property list appears.

4 Add an entry to the list by clicking Add Row.

To add concurrent program to the watch list, you need to identify both of the concurrent programs, for
example, the program_application_id and the concurrent_program_id.

Fill in the dialog box fields:

a
b

C

Application ID—the program_application_id.
Program ID—the concurrent_program_id.

Program Name—this name is free-format text (maximum 30 characters) and is to be a name not
used by Foglight for Oracle E-Business Suite.

@® | NOTE: The Program Name and Program Description are free format fields. However, the
Program Description is used in the alert message.
Program Description—this description is free-format text (maximum 30 characters).

Check Exists—when set to Yes, notifies if the selected concurrent program could not be found, or
is placed on hold.

Check Pending—when set to Yes, notifies if the selected concurrent program has been submitted.

@ | NOTE: Do not use this option for checking if a program exists.

Check Running—when set to Yes, notifies if the selected concurrent program is running.

Check Completed Error—when set to Yes, notifies if the selected program completed with a
status of error.

Check Completed Warning—when set to Yes, notifies if the selected program completed with a
status of warning.

5 Click Save Changes.

6 Select the list from the Aged Users Exclusion List that you want to update.

Foglight alerts when there are user accounts that have either never been accessed or have not been
accessed in more than 120 days.

6]

NOTE: For new accounts, there is a one month grace period before the account is labelled
unaccessed.

Accounts can be excluded from the aged user check by adding the user (account) name to the Aged User
Exclusion List.

A list of current aged user (account) names can be found using the following report:

Report: OEBS > Properties Users > Current Aged Users



10

11

12

13

14

15
16

17

A list of excluded user (account) names can be found using the following report:
* Report: OEBS > Properties Users > Aged Users Exclude List

Click Edit.

A secondary property list appears.

Add an entry to the list by clicking Add Row.

Fill in the dialog box field.
* User Name—the name of the user (account).

Click Save Changes.

Type in the number of full-service unsuccessful login attempts that trigger an alert, in the Full-Service
Unsuccessful Login Threshold (attempts) box.

Type in the number of self-service unsuccessful login attempts that trigger an alert, in the Self-Service
Unsuccessful Login Threshold (attempts) box.

Select the list from the Index Watch List that you want to update.

The Foglight for Oracle E-Business Suite HealthCheck checks indexes in the Index Watch List and reports
when any of these indexes accumulate more than 30 percent of deleted rows and become candidates for
rebuilding.

@ | NOTE: The indexes chosen to be checked should be restricted to those on dynamic tables such as
fnd_concurrent_requests.

Only select one representative index for each selected dynamic table.
A list of watched indexes can be found using the following report:

e Report: OEBS > Properties Index Watch List

@ | NOTE: This report also validates the entries in the Properties.

Click Edit.

A secondary property list appears.

Add an entry to the list by clicking Add Row.

Fill in the dialog box field.
* Index Owner—the name of the index owner.
* Index Name—the name of the index.

Click Save Changes.

Type in the number of months of online history that trigger an alert, in the Online CR History Threshold
(months) box.

The online history check identifies if the normal maintenance purging is not occurring and alerts if there
are more than X months of history being held online in the following standard purgeable table:

« CR History > Checks fnd_concurrent_requests
@ | NOTE: There must be more than 50 requests on any given date for that day to be included
in the online history check.

Type in the number of months of online history that trigger an alert, in the Online FS History Threshold
(months) box.
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The online history check identifies if the normal maintenance purging is not occurring and alerts if there
are more than X months of history being held online in the following standard purgeable table:

* FS History > Checks FND_LOGINS

@ | NOTE: There must be more than 50 requests on any given date for that day to be included
in the online history check.

Type in the number of months of online history that trigger an alert, in the Online SS History Threshold
(months) box.

The online history check identifies if the normal maintenance purging is not occurring and alerts if there
are more than X months of history being held online in the following standard purgeable table:

eSS History > Checks ICX_SESSIONS

@ | NOTE: There must be more than 50 requests on any given date for that day to be included
in the online history check.

Type in the number of months beforehand that the administrator is notified of application user accounts
that are end dated and are also due to expire, in the Account End Date Notification Period (months)
box.

A list of user accounts that end date within the next X months can be found using the following report:
« Report: OEBS > Accounts > Aged Accounts
Select the list from the OAM Services List that you want to update.

OAM (Oracle Application Manager) or Oracle Grid Control plug-in for Oracle Applications monitors for a
number of Oracle E-Business Suite processes (Metrics).

Foglight for Oracle E-Business Suite alerts if any of these monitored OAM metrics are detected as down
by OAM.

Click Edit.
A secondary property list appears.
Add an entry to the list by clicking Add Row.
Fill in the dialog box field.
* Metric Name—the name of the metric.
= Description—the description of the metric.

= Enable Alert—when set to No, the OAM metric is not alerted through Foglight for Oracle E-
Business Suite.

Click Save Changes.
Click Save.

Go to the Setting the Advanced Settings Properties section.

Setting the Advanced Settings Properties

These properties are rarely used. When configuring these properties, you should contact Dell Support.

To set the advanced settings properties:

1
2

Go to the Advanced Settings set of properties.

Type in the directory name that the agent writes and reads from, in the Agent Files Directory box.


http://support.quest.com

This directory allows the agent to persist its collection state between stops and starts. It defaults to the
logs directory under the cartridge installation, but can be moved to an alternate directory. All files are
created here and named the agent name and hostname, making these files unique across the
enterprise—and a common mount point that you could use.

3 Type in the frequency run ratio limit as a percentage of the execution time over the configured sample
frequency, in the Frequency Run Ratio Limit box.

Each sample keeps track of its execution time. A calculation is made to determine a frequency run ratio
limit as a percentage of the execution time over the configured sample frequency. If a sample’s
frequency run ratio limit hits this threshold, an alert is raised to inform the user that this sample may be
set to run too often. This feature is used to help tune the sampling within differing customer
environments to ensure that the agent does not have a high impact on production systems.

4 Select yes or no in the Report Sample Activity radio option.

This setting is set to yes at agent setup time. It places rows into the agent log to inform the
administrator of each sample’s run time and status (or if it is running at all).

5 Select an agent debug option from the Debug list:
= None
= Selected Samples
< Al
* All Verbose

If instructed by Quest Support, you may have to turn on debug for the agent. These settings allow you to
set the different levels as well as a location for the debug.

© | IMPORTANT: Debug files can grow very large in a short time, and should be initiated with caution.

6 Type in the schema passwords.

When setting up the agent, the user created on the Oracle database, grants are required from several
OEBS schemas. For more information, see Creating an Oracle User on page 33.

The following password settings allow the agent to perform these grants on your behalf:
e SYSTEM Password
* APPS Password
e APPLSYS Password
« ICX Password
e GL Password
* PO Password
= INV Password
* RG Password

7 Click Save.

Object Monitor Overview

The Foglight OEB object monitor provides a method of counting, on a daily basis, the number of records in one
or more tables or views. The collector counts the number of rows when the collector is run. This information
can, over time, provide the growth profile of the target objects.



@ | NOTE: The object monitor collector runs once per day.

Limit the number of tables and views, and ensure this collector runs during non-business
hours, as a full scan is required to collect row counts. Otherwise, there may be an impact on
performance.

The OEBDatabase Agent provides an example object monitor for the application object
fnd_concurrent requests, and an example view and rule for that object. This can be used as a reference
for adding new objects to monitor and the associated view and rule for each new object.

The Foglight for Oracle E-Business Suite—OM fnd_concurrent_requests view shows the row counts from the
fnd_concurrent_requests table. The chart clearly shows the number of records increasing as requests are
submitted between the two purge runs. For details, see the OEB Database Agent Views chapter of this guide.

Listing Objects Being Monitored

A list of application objects currently configured for monitoring can be found using the following report:
* Report section: QUEST FOGLIGHT OEBS V5 Agent Property Lists

* Report name: Object Monitor List Adding an object to be monitored

Adding Objects To Be Monitored

A table or view can be added to the object monitor list using the agent property Object Monitoring List. For
more information, see Setting the General Properties on page 13.

Use the Object Monitoring List property, to enter the object to be monitored and set the warning levels.

Set the Monitor option to Yes to enable the collection. Set this value to No to suspend monitoring of that object.

Suspending Objects Temporarily

A monitored table or view can be suspended using the agent property Object Monitoring List. For more
information, see Setting the General Properties on page 13.

Set the Monitor option to No to suspend the collection. Set the Monitor option to Yes to enable the collection.

Monitoring Views

The power and flexibility of the Cartridge for Oracle E-Business Suite object monitor is found in its ability to
count the number of rows in a view.

Example
To monitor the number of orders being entered per day, and the number of application users entering orders,
create a view that returns the number of rows equating to the value you require.
This can be achieved by creating two views:
« Create a view that counts the number of orders entered yesterday.

= Create a view with the number of users who entered orders yesterday.



The following view provides one record per order entered yesterday:

CREATE or REPLACE VIEW FOG_ORDRERS PER DAY
AS SELECT header_ id
FROM oe order headers all
WHERE trunc(creation date) = trunc(sysdate -1 );

The following view provides one record per user who entered orders yesterday:

CREATE or REPLACE VIEW FOG_ORDRER_CREATORS PER DAY
AS SELECT distinct( created by)
FROM oe order headers all
WHERE trunc(creation date) = trunc(sysdate -1 );

The collector is designed to run once per day, reporting on yesterday’s activity, hence the use of
trunk (sysdate -1) in the where clause.

6) | NOTE: The Foglight account requires select rights to the target views.

Creating Charts and Rules

Views and rules are created through normal chart and rule creation for the Foglight product. A Foglight view
and rule should be created for each object being monitored. Use the views and rules provided for the
fnd concurrent requests object as a reference for creating additional views and rules.

NOTE: It is recommended to create the chart after at least one collection has run. Then, at least one
value is in the view.

®

HealthCheck Entries Overview

There are two collectors within the Foglight Cartridge for Oracle E-Business Suite that have the potential to
produce a large number of return rows. To prevent message storms, Foglight limits the number of rows returned
by creating a summary record. If there are more than 50 rows to be returned and none are returned, then a
single summary record is written to the table FG_OEBS_ALERT_SUMMARY_T.

The heathcheck collector _FG_OEBS_ALERT_SUMMARY reads the summary table and adds any new entries to the
notice board. The summary table removes any record older than 60 days.

Adding Records to the Summary Table

The following table provides details about the summary table.
_FG_OEBS_ALERT_SUMMARY_T

Table 1. Summary table details

Column Name Type
TIIMESTAMP date
ALERTID varchar2(30)
SEVERITY varchar2(20)

DETAILS varchar2(250)



@ | NOTE: The timestamp should always be sysdate. Valid severity values are Warning, Critical, and Fatal
(spelling and case sensitive).

Example

INSERT into _FG OEBS_ALERT SUMMARY T VALUES ( sysdate, ‘CUST001’, ‘Critical’, ‘The
application has a problem’) ;

The easiest method for adding a custom check is to build a PLSQL package that performs the custom check and
writes the result to the summary table.

Use dbms_ jobs to schedule the procedure.

Creating Watched Manager Views

The View Editor is used to create a Foglight view for Watched Managers. The base Foglight table is
RunningAndPendingRequestsByManager.

In the criteria section, set the following values:
« Field value to the attribute: ManagerName
* Operator value to: Equal To

« Value operator to: The concurrent manager being watched

@ | NOTE: You need one view for each manager being watched.

Set Edit Time Range to Today.

Creating an Oracle User

The OEBDatabase Agent does not create the user required for the monitoring of the application. A user has
already been created with the FOP files that are shipped with the Oracle cartridge. However, users can be
added using the FOP files shipped within this release.
To create an Oracle user:
1 Locate the script/Oracle/0.0.0 directory of the cartridge installation.
2 Install the fg_ sys.fop script file.
a Log into the database (with SQLPIus) of the application you want to monitor as SYS (as SYSDBA).
b Execute this FOP through the @ command.

The script asks you what username and password to create as well as what tablespaces to use for
this new account.

This file is located in Foglight_SPID_Home/OEB/<Foglithtversion>/script/Oracle/0.0.0/
Oraclelnstance/x_x_x_X.

¢ Create a new username.
3 Install the fg common. fop script file.
a Log on to the database with SQLPIlus using your newly created username.

b Execute this script with the @ command.



¢ This file is located in script/Oracle/0.0.0/OracleDatabase/ORACLE_VERSION.

ORACLE_VERSION can be either 8_x_x_x (any version of Oracle 8), 9_x_x_x (and version or Oracle
9) or x_x_x_x (any other version.10 or 11 GB).

4 Use the agent properties to perform the final configuration of the user.

5 Ensure that the newly created user name and password match the name and password configured in the
agent properties.

For more information, see Setting the Connection Details on page 12.
For more information, see Setting the Advanced Settings Properties on page 29.
6 Set all the passwords for the different schemas.

The agent starts up, connects as each schema and runs the appropriate FOP file to do the needed grants for the
agents username. Once the agent completes all steps successfully, it resets all the schema passwords to blank,
connects as the newly modified username, and begins collecting.

@ | NOTE: The execution of these FOP files is only done for an agent with a DAP Mode set to Active. For more
information, see “Setting the Data Management Properties” on page 14.

Alternatively, these schema FOP files can be run manually by logging into the database with SQLPIus as each
schema and running the appropriate FOP file with the @ command. For more information on how to run these
files manually, refer to the Managing Oracle E-Business Systems Installation Guide. See the section “Configuring
the OEB Agent.”
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Reference

This chapter contains reference information about the HealthCheck Components, views, rules, data tables, and
Toad Reports, that are included with the cartridge. Read this chapter to find out details about these
components.

HealthCheck Components

There are 22 components within the Oracle E-Business HealthCheck function in Foglight. The time stamp shown
in the HealthCheck alert messages is the application server’s time.

Configuration settings for the HealthCheck components are made through OEBDatabase agent properties. For
more information, see Setting the HealthCheck Properties on page 26.

HC:001 - Aged Application Accounts

Accounts are often added to the Oracle E-Business Suite application, but rarely removed once the account is no
longer required. This Aged Application Accounts check is designed to identify the number of accounts that were
either never accessed or not accessed in the past 120 days. These accounts should be considered candidates for
end dating.

HC:001—HealthCheck Message

HCO001: [Time_stamp] There are AA accounts (BB %) of the total CC active accounts that
have either never been accessed or have not been used in the past 120 days

Where:
« Time_stamp is the time stamp of the target server.
« AA s the number of unused accounts and accounts that have not been accessed in > 120 days.

= BB is the number of unused accounts and accounts that have not been accessed in > 120 days expressed
as a percentage of the total number of active accounts.

e CC is the total number of active accounts. This includes all accounts nominated in the exclusion list that
are active (for example, not end dated).

@ | NOTE: An unused account is defined as any account created (start_date) that is available for use (not end
dated), and has been available for use for greater than 31 days with no activity.

Agent Property—Aged Users Exclusion List

At many sites, there are some accounts that are not used and some that have little or no activity. Include or
exclude these accounts using the Aged Users Exclusion List HealthCheck agent property.



HC:001—Report

Obtain a list of accounts in the exclusion list using the following Toad report:

e Report: FOGLIGHT OEBS V5 Agent Property Lists > Aged Users Exclusion List

HC:001—Technical Information

Collector _FG_OEBS_AGED_ACCOUNTS
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_AGED_ACCOUNTS

HC:002 - Accounts That Will End Date

Temporary accounts are usually assigned a future end date. Often, however, the term of the person with the
temporary account is extended. Problems can occur if the temporary account expires automatically. Time is lost
while support reactivates the account for the extended term. It is more efficient to catch and assess the
temporary account before its end date.

The Accounts That Will End Date check lists accounts with an end date within two months. This check allows the
administrator to be proactive in maintaining temporary accounts.

HC:002—HealthCheck Message

HC002: [Time_stamp] There are AA user accounts that will end date within the next BB
months

Where:
« Time_stamp is the time stamp of the target server.
= AAis the number of user accounts that will end date.

BB is the number of months forward. The default is two.

Agent Property—Setting Forward Notification Period

Set the number of months forward using the Account End Date Notification Period (months) HealthCheck
agent property.

HC:002—Technical Information

Collector _FG_OEBS_ACC_END_DATE
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_ACC_END_DATE

HC:003 - Cost Based Optimizer Stats Check

To maintain peak performance in an OEBS application, Cost Based Optimizer (CBO) statistics must be collected
on a regular basis.



The CBO Statistics check determines the number of objects (tables and indexes) related to a used application
functional module (such as GL) with:

* No statistics collected for more than 1 (one) calendar month.
* No statistics collected for more than 2 (two) calendar months.
= No statistics collected at any time.

The Cost Based Optimizer Statistics Check checks only schemas associated with used modules. A used module is
defined as any application module with a concurrent request entry in the fnd_concurrent_requests table at the
time the check is executed.

® | IMPORTANT: This check is resource-intensive. It should not be run during business hours.

HC:003—HealthCheck Message

There are six possible Foglight messages produced by this check.

e HC003: [Time stamp] Application schema SCHEMA has NN table/s with CBO stats
older than one month.

e HCO003: [Time stamp] Application schema SCHEMA has NN table/s with CBO stats
older than two months.

e HCO003: [Time stamp] Application schema SCHEMA has NN table/s with no CBO stats.

e HC003: [Time stamp] Application schema SCHEMA has NN index/s with CBO stats
older than one month.

e HC003: [Time_ stamp] Application schema SCHEMA has NN index /s with CBO stats
older than two months.

e HC003: [Time stamp] Application schema SCHEMA has NN index /s with no CBO
stats.

Where:
« Time_stamp is the time stamp of the target server when the HealthCheck executes.
= SCHEMA is the application module, for example, MRP.

« NN is the number of objects.

HC:003—Action On Alert

When notified of tables or indexes that have aged CBO statistics, assess why CBO statistics are not being
collected. If statistics were never collected, or have not been collected for an extended period of time,
implement a CBO statistics collection program.

HC:003—Technical Information

Collector _FG_OEBS_CBO_STATS_CHECK

Collection Frequency Monthly

Periodic Runs Entry _FG_OEBS_CBO_STATS_CHECK




HC:004 - Unsuccessful Full Service Logins

When an account has more than a predefined number of unsuccessful logins, the Unsuccessful Full Service
Logins check alerts you.

The unsuccessful Full Service Logins check is set through (Default Daily).

That is, if the predefined value is set to three (Default), only those accounts with more than three failed login
attempts trigger an alert.

Agent Property—Setting Minimum Failed Attempts

Set the minimum number of failed attempts per accounts using the Full-Service Unsuccessful Login Threshold
(attempts) HealthCheck agent property.

HC:004—HealthCheck Message

HC004:DDD [time_stamp] There has been NN unsuccessful full service login attempt/
s on the account ACCOUNT NAME (DESCRIPTION) since the last check [Last_check date]

Where:
- DDD is the day of the year. This is a unique identifier to prevent the alert from autoclearing.
« Time_stamp is the time stamp of the target server when the HealthCheck executes.

= ACCOUNT NAME (DESCRIPTION) is the account name and description of the account with more than NN
failed login attempts.

= NN is the number of unsuccessful attempts.

« Last_check_date is the date and time when the last “Unsuccessful Full Service Logins” check is carried
out.

HC:004—_Action On Alert

When notified of unsuccessful login attempts, obtain a list of the unsuccessful full service login attempts for the
selected account.

® | NOTE: Unsuccessful login details are purged as part of the purge sign-on audit program.

HC:004—Reports

A list of accounts with unsuccessful login attempts can be found using the following Toad reports:
 FOGLIGHT OEBS V5 > Users > Unsuccessful Full Service Logins (All)
Or, for a selected user account:

e FOGLIGHT OEBS V5 > Users > Unsuccessful Full Service Logins (User)

HC:004—Technical Information

Collector _FG_OEBS_FAILED_FS_LOGINS

Collection Frequency Daily

Periodic Runs Entry _FG_OEBS_FAILED_FS_LOGINS




HC:005 - Concurrent Manager Process Check

The concurrent manager process check looks for concurrent manager processes with the following status codes:
« A: Active processes
e C: Connecting processes
= Alerts if associated database processes cannot be found.

The concurrent manager process check is not performed if any of the following concurrent programs are found
with a status of pending or running:

= Activate Concurrent Manager

« Deactivate Concurrent Manager

= Verify Concurrent Managers

= Restart Concurrent Manager

= Abort - Terminate concurrent requests and abort the concurrent manager
« Shutdown Concurrent Manager

e Start-up Concurrent Manager

= Suspend Concurrent Manager

* Resume Concurrent Manager

= Special Concurrent Manager Queue Control

HC:005—HealthCheck Message

HCO005:PID [Time stamp]. A MANAGER NAME concurrent manager database process
(PROCESS_NUMBER) cannot be found on node NODE_NAME

Where:

« PID is the process ID of the missing manager process. This is a unique identifier to prevent the alert from
autoclearing.

« Time_stamp is the time stamp of the target server when the HealthCheck executes.
< MANAGER_NAME is the name of the concurrent manager group, for example, STANDARD.
e (PROCESS_NUMBER) is the process ID of the missing manager process.

< NODE_NAME is the node where the concurrent managers are running.
HC:005—Technical Information

@ | NOTE: When a concurrent request is terminated, the associated process for that manager is Killed and a
new manager process is started. There may be occasions when Foglight checks for missing processes.
During this termination, restart the process and alert that a manager process is missing.

HC:006 - Concurrent Manager Control Program Check

The concurrent manager control program check notifies you of any of the following concurrent manager control
programs found with a status of pending, running or completed between each HealthCheck run.

= Activate Concurrent Manager

« Deactivate Concurrent Manager



< Verify Concurrent Managers

* Restart Concurrent Manager

= Abort - Terminate concurrent requests and abort the concurrent manager
* Shutdown Concurrent Manager

e Start-up Concurrent Manager

= Suspend Concurrent Manager

= Resume Concurrent Manager

= Special Concurrent Manager Queue Control

HC:006—HealthCheck Message

HCO006 :REQUEST ID [Time stamp] CONTROL PROGRAM NAME was requested at REQUESTED START
DATE by REQUESTOR

Where:

= REQUEST_ID is the concurrent request ID of the concurrent program. This is a unique identifier to
prevent the alert from autoclearing.

- Time_stamp is the time stamp of the target server when the HealthCheck executes.
 CONTROL PROGRAM NAME is the name of the requested concurrent program.
 REQUESTED START DATE is the date and time of the requested control program.

= REQUESTOR is the user requesting the control program.

HC:006—Action on Alert

If the user requesting the concurrent manager activity is not known or the activity is not approved, then you
should investigate further.

HC:006—Technical Information

Collector _FG_OEBS_CM_CONTROL_CHECK

Collection Frequency 5 Minutes

HC:007 - Maintenance Mode

The 11i series of OEBS introduced Maintenance Mode. When the application is in maintenance mode, no user
connections are permitted.

This alert fires when the application is either placed in and taken out of maintenance mode.

HC:007—HealthCheck Message

HC007: [Time_stamp] Maintenance Mode has changed from prior mode value to prior mode
value

Where:
« Time_stamp is the time stamp of the target server when the HealthCheck executes.

« Prior mode value is the maintenance mode prior to the mode change.



= Prior mode value is the maintenance mode after the mode change.

HC:007—Action on Alert

Informational.

HC:007—Technical Information

Collector _FG_OEBS_MAINTENANCE_MODE

Collection Frequency 5 Minutes

HC:008 - Unsuccessful Self Service Logins

When any account has more than a predefined number of unsuccessful logins, the Unsuccessful Self Service
Logins check alerts you about the failed attempts.

Unsuccessful Self Service Logins check is set through (Default Daily). That is, if the predefined value is set to
three (Default), only those accounts with more than three failed login attempts are notified.

Agent Property—Setting Minimum Failed Attempts

Set the minimum number of failed attempts per accounts using the Self-Service Unsuccessful Login Threshold
(attempts) HealthCheck agent property.

HC:008—-HealthCheck Message

HC008:DDD [Time stamp] There has been NN unsuccessful Self Service login attempt/s
on the account ACCOUNT NAME (DESCRIPTION) since the last check [Last check date]

Where:
- DDD is the day of the year. This is a unique identifier to prevent the alert from autoclearing.
« Time_stamp is the time stamp of the target server when the HealthCheck executes.

= ACCOUNT NAME (DESCRIPTION) is the account name and description of the account with more than NN
failed login attempts.

« NN is the number of unsuccessful attempts.

= Last_check_date is the date and time the last Unsuccessful Self Service Logins check was carried out.

HC:008—Action on Alert

When notified of unsuccessful login attempts, obtain a list of the unsuccessful self service login attempts for
the selected account.

6) | NOTE: Unsuccessful login details are purged as part of the purge self service activity program.

HC:008—Reports

Use the following Toad reports to generate a list of unsuccessful login attempts.



 FOGLIGHT OEBS V5 > Users > Unsuccessful Self Service Logins (All)
Or for a selected account use:

 FOGLIGHT OEBS V5 > Users > Unsuccessful Self Service Logins (User)

HC:008—Technical Information

Collector _FG_OEBS_FAILED_SS_LOGINS
Collection Frequency Daily
Periodic Runs Entry _FG_OEBS_FAILED_SS LOGINS

HC:009 - Standard Purge Check

The standard purge check checks for the three standard purge programs that affect the following application
tables:

< Fnd_concurrent_requests
* Fnd_logins
e |cx_sessions
The check alerts when one or more of these tables is holding more than two months (default) of online history.

The primary aim of this check is to alert when normal purging is not being completed. Often a purge program is
placed on hold for some maintenance activity, but not released.

Agent Property—Online History Thresholds

Specify how many months of history is held online before a warning is issued. This is set in the following
HealthCheck agent properties:

« Online CR History Threshold (months)
« Online FS History Threshold (months)
* Online SS History Threshold (months)

If it is the site policy to hold more history online, then set the threshold value to a higher value, for example, 60
months = five years.

HC:009—HealthCheck Message

HC009:XX [Time stamp] TABLE NAME is currently holding more than NN month/s history
Where:
« XX s an indicator identifying the source object with an alert:
e SS - Self Service
e FS - Full Service
* CR - Concurrent requests.
« Time_stamp is the time stamp of the target server when the HealthCheck executes.

TABLE NAME is the table that is not purged.

NN is the number of months of history currently held online.



HC:009—_Action on Alert

When notified of an alert, assess why the standard purge program for that object is not running.

HC:009—Technical Information

Collector _FG_OEBS_STD_PURGE_CHECK
Collection Frequency Weekly
Periodic Runs Entry _FG_OEBS_STD_PURGE_CHECK

HC:010 - Program Check

The program check searches for the existence of programs in the program watch list. The program in the watch
list must exist with a status of pending or running, and must not be on hold.

This check can be used to ensure programs such as Purge Concurrent Requests is either running or scheduled.

Agent Property—Program Watch List

Concurrent programs can be added or removed through the Program Watch List HealthCheck agent property.

The program check is activated for those programs that have the attribute Check Exists set to Yes.

@ | NOTE: Both the Application ID and Program ID secondary agent properties are used in this check. The
Program Name and Program Description secondary agent properties are free format. However, the
Program Description is used in the alert message.

HC:010—Report

A list of programs (including validation of) in the current watch list can be obtained using the following report:

* Report: OEBS > Property Concurrent Program > Watch List

HC:010—HealthCheck Message

HC010:PID [Time stamp] The concurrent program Program Name was not found or may have
been placed on hold

Where:
= PID is a concurrent program ID used as an identifier to prevent autoclearing of the alert.
- Time_stamp is the time stamp of the target server when the HealthCheck executes.

* Program Name is the name of the program that could not be found.

HC:010—Action on Alert

When notified of an alert, first check if the program was placed on hold and not released. Then, assess why the
program was removed.



HC:010—Technical Information

Collector _FG_OEBS_PROG_CHECK
Collection Frequency Weekly
Periodic Runs Entry _FG_OEBS_PROG_CHECK

HC:011 - Patch Check

The patch check reports on any patches applied. The patch check runs daily by default (default daily).

It is designed to alert the administrator to patch application activity, as well as the success or failure of applied
patches.

0) | NOTE: Patches are only reported if the write to the applications ad_patch objects.

HC:011—-HealthCheck Message

HCO11l:PATCH ID [Time_ stamp] Patch PATCH NAME, SUCCESS STATUS at DATE (Run time = RUN
TIME) ,

Where:
« PID is a concurrent program ID used as an identifier to prevent autoclearing of the alert.
« Time_stamp is the time stamp of the target server when the HealthCheck executes.

« SUCCESS STATUS indicates the status of the patch application displaying either “was successfully
applied” or “FAILED”.

= DATE is the date the patch completes.
* RUN TIME is the total number of minutes the patch takes to apply.

HC:011—-Action on Alert

Informational.

HC:011—-Technical Information

Collector _FG_OEBS_PATCH_CHECK
Collection Frequency Daily
Periodic Runs Entry _FG_OEBS_PATCH_CHECK

HC:012 - Index Check

This check is designed to check user-selected indexes for index browning. This means it identifies indexes with
over 30 percent deleted rows and whether there are rebuild candidates.



IMPORTANT: Due to the resource-intensive nature of this check, this check should not be carried out
during business hours.

6]

Agent Property—Index Watch List

Indexes can be added or removed from the watch list through the Index Watch List HealthCheck agent
property.

HC:012—HealthCheck Message

HC012:0BJID [Time stamp] Index INDEX OWNER.INDEX NAME has PCT % deleted rows.

The following alert displays if the index is in use at the time of the check and was not checked.
HC012:0BJID [Time_stamp] Index INDEX OWNER.INDEX NAME was busy and was not checked
The following alert displays if the index owner and name entered in the property does not exist.

HC012:0BJID [Time_ stamp] Index INDEX OWNER.INDEX NAME entered in the Index Check
Property does not exist

Where:

« OBJID is the internal index object number. This is a unique identifier to prevent the alert from
autoclearing.

- Time_stamp is the time stamp of the target server when the HealthCheck executes.
« INDEX_OWNER.INDEX_NAME is the index owner and name of the index being checked.

* PCT is the percentage of deleted rows in the index.

HC:012—Action on Alert

Schedule the index for rebuild.

HC:012—Technical Information

Collector _FG_OEBS_INDEX_CHECK
Collection Frequency Weekly
Periodic Runs Entry _FG_OEBS_INDEX_CHECK

HC:013 - OAM Service

The OAM (Oracle Application Manager) check reports on the status of application services as reported by
Oracle’s OAM application, which is up through Foglight.

Agent Property—OAM Services List

OAM service to be reported up to Foglight can be added or removed through OAM Services List HealthCheck
agent property.



HC:013—HealthCheck Message

HCO013: [Time_stamp] OAM has reported that METRIC SHORT NAME - METRIC DESCRIPTION has
a status of METRIC STATUS

Where:

« Time_stamp is the time stamp of the target server when the HealthCheck executes.
= METRIC SHORT NAME is OAM metric short name of the metric being reported.

e METRIC DESCRIPTION is OAM metric description.

 METRIC STATUS is status of the metric being reported.

HC:013—Action on Alert

Informational.

HC:013—Technical Information

Collector _FG_OEBS_OAM_SERVICE

Collection Frequency 5 Min

® | NOTE: The OAM metric must be enabled through the OAM application for it to be reported through
Foglight.

HC:014 - GL Optimizer

The GL (General Ledger) Program Optimizer collects statistics on:
< Accounts in a segment.
« Account balances associated with each period.
= Size of balances and combinations tables.

This aids performance of journal entry/import, posting and financial reporting (FSGs, Financial Statement
Generators).

This checks on the last time the GL Program Optimizer ran and reports that the program has not run in the past
month.

® | NOTE: The GL Optimizer only reports if either GL Posting or FSGs are run.

HC:014—HealthCheck Message

HC014: [Time stamp] The GL Program Optimizer was last run on DATE over NN months ago
Where:

« Time_stamp is the time stamp of the target server when the HealthCheck executes.

« DATE is the date and day the program optimizer last ran.

* NN is the number of months since the last optimizer run.



HC:014—_Action on Alert

This alert indicates the GL posting at FSGs was running and the optimizer stats are out of date. Assess why the
optimizer did not run.

HC:014—_Technical Information

Collector _FG_OEBS_GL_OPT
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_GL_OPT

HC:015 - GL Unposted Batches

This checks for the existence of unposted GL batches that are older than one month.

HC:015—HealthCheck Message

HCO015: [Time stamp] NN unposted GL batches were found with the oldest entry at XX
months

HC:015—_Action on Alert

Notify your accounting office immediately.

HC:015—Report

A list of unposted batches can be obtained using the following Toad report:

e Report: FOGLIGHT OEBS V5 > GL > GL Un-posted Batches.

HC:015—_Technical Information

Collector _FG_OEBS_GL_UNPOSTED
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_GL_UNPOSTED

HC:016 - Inventory Interface

Checks the content of the inventory mtl_demand_interface table and reports on entries that either are not
processed or processed with errors.

HC:016—HealthCheck Message

HCO016: [Time stamp] The Inventory Interface table MTL DEMAND INTERFACE is holding NN
error entries, the oldest of which is XX months



Where:
* Time_stamp is the time stamp of the target server when the HealthCheck executes.
= NN is the number of entries in the table.

« XXis the age, in months, of the oldest entry.

HC:016—Action on Alert

Assess what records are remaining in the interface table and correct them.

HC:016—Technical Information

Collector _FG_OEBS_INV_INTERFACE
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_INV_INTERFACE

HC:017 - Receivables Interface

Checks the content of the rcv_transactions_interface table and reports on entries older than two months.

HC:017—HealthCheck Message

HCO017: [Time stamp] The Receivables Interface table RCV_TRANSACTIONS INTERFACE is
holding NN entry/s, with a transaction date > 2 (two) months

Where:
- Time_stamp is the time stamp of the target server when the HealthCheck executes.

< NN is the number of entries in the table.

HC:017—Action on Alert

Assess what records are remaining in the interface table and correct them.

HC:017—Technical Information

Collector _FG_OEBS_RCV_INTERFACE
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_RCV_INTERFACE

HC:018 - Invalid Objects

Reports the number of invalid objects since the prior collection (Daily).



HC:018—HealthCheck Message

HC018: [Time stamp] NN application objects have become invalid since LAST CHECK DATE
Where:

« Time_stamp is the time stamp of the target server when the HealthCheck executes.

* NN is the number of new invalid objects.

= LAST_CHECK_DATE is the date when Foglight last checked invalid objects.

HC:018—-Action on Alert

Notify the DBA that there are NN new invalid objects.

HC:018—Technical Information

Collector _FG_OEBS_INVALID_OBJECTS
Collection Frequency Daily
Periodic Runs Entry _FG_OEBS_INVALID_OBJECTS

HC:019 - Blocking Locks

Reports on the existence of application blocking locks, which is any lock blocking for greater than 60 seconds.

The alert identifies the locked object and the application user holding the lock.

HC:019—HealthCheck Message

HC019:0BJ [Time stamp] USER _NAME has been holding a blocking lock on LOCKED OBJECT
for NN seconds

Where:

< OBJ is the internal object number, a unique identifier for multiple locks that are reported and not
autocleared.

« Time_stamp is the time stamp of the target server when the HealthCheck executes.
= USER_NAME is the application user holding the lock.
 LOCKED_OBJECT is the name of the object being locked.

= NN is the number of seconds the lock is blocked at the time of the sample.

HC:019—_Action on Alert

Notify the DBA of the existence of application blocking locks.

HC:019—_Technical Information

Collector _FG_OEBS_BLOCKING_LOCKS

Collection Frequency 5 Minutes




HC:020 - Dead Sessions

A dead session is created when a full service session is abnormally terminated. When this occurs, the audit entry
in fnd_logins is not end dated. As dead sessions do not have an end date, they are not purged by the normal
sign-on purge program and require manual cleanup.

The Dead Sessions HealthCheck reports on the number of records in the fnd_logins table that do not have an
end date and are older than the last database restart. This is based on the fact that any session prior to the last
database restart is closed.

® | NOTE: The alert only notifies if there are more than 100 dead sessions.

HC:020—HealthCheck Message

HC020 [Time stamp] There are NN dead sessions in the FND LOGINS table
Where:

« Time_stamp is the time stamp of the target server when the HealthCheck executes.

* NN The number dead sessions.

HC:020—Action on Alert

Notify the DBA of the existence of dead sessions. A manual cleanup is required to clean up dead sessions.

HC:020—Technical Information

Collector _FG_OEBS_DEAD_SESSIONS
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_DEAD_SESSIONS

HC:021 - Site Detalls

This alert is predominantly informational. The alert fires when there are changes made to the following:
e The Site Name
« Sign-on Audit Level

= Application Version

HC:021-HealthCheck Message

There are three messages associated with this check:

e HC020:V [Time stamp] The application version has changed from oebs old version
to new _oebs version.

e HC020:S [Time stamp] The application site name has been changed to
new_oebs site name.

e HC020:A [Time_stamp] The application Sign-on audit level has changed from
old_sign_on_audit_level to new_sign_on_audit_level.



Where:

* Time_stamp is the time stamp of the target server when the HealthCheck executes.

HC:021—_Action on Alert

Informational.

HC:021—_Technical Information

Collector _FG_OEBS_SITE_DETAILS
Collection Frequency Daily
Periodic Runs Entry _FG_OEBS_SITE_DETAILS

HC:022 - On Hold Requests

Often requests are placed on hold but never released or removed. This alert checks for requests on hold for
greater than six months.

HC:022—HealthCheck Message

HC020:V [Time_ stamp] There are NN on hold requests that are older than 6 months
Where:
= Time_stamp is the time stamp of the target server when the HealthCheck executes.

< NN is the number of on hold requests.

HC:022—_Action on Alert

Keep the application clean by identifying and removing old requests.

HC:022—_Technical Information

Collector _FG_OEBS_AGED_on hold
Collection Frequency Monthly
Periodic Runs Entry _FG_OEBS_AGED_on hold

Turning Off Individual HealthCheck Items

The Foglight OEBS HealthCheck is a single collector comprising of approximately 22 individual checks.

The heath check collector can be disabled at the Properties level by setting the collection frequency to zero.
This disables the entire Heath Check. However, it is possible to disable selected HealthCheck items.

There may be occasions where individual HealthCheck components are not relevant, such as in a non-production
environment.

The table below indicates the individual HealthCheck item that can be turned off manually.



Egﬁ!thCheck CollectorName ;gggii&% Off
HC:0001 _FG_OEBS_AGED_ACCOUNTS Yes
HC:0002 _FG_OEBS_ACC_END_DATE Yes
HC:0003 _FG_OEBS_CBO_STATS CHECK Yes
HC:0004 _FG_OEBS_FAILED_FS_LOGINS Yes
HC:0005 _FG_OEBS_CM_PROCESS_CHECK No
HC:0006 _FG_OEBS_CM_CONTROL_CHECK No
HC:000 _FG_OEBS_MAINTENANCE_MODE No
HC:0008 _FG_OEBS_FAILED_SS_LOGINS Yes
HC:0009 _FG_OEBS_STD_PURGE_CHECK Yes
HC:0010 _FG_OEBS_PROG_CHECK Yes
HC:0011 _FG_OEBS_PATCH_CHECK Yes
HC:0012 _FG_OEBS_INDEX_CHECK Yes
HC:0013 _FG_OEBS_OAM_SERVICE Yes*
HC:0014 _FG_OEBS_GL_OPT Yes
HC:0015 _FG_OEBS_GL_UNPOSTED Yes
HC:0016 _FG_OEBS_INV_INTERFACE Yes
HC:0017 _FG_OEBS_RCV_INTERFACE Yes
HC:0018 _FG_OEBS_INVALID_OBJECTS Yes
HC:0019 _FG_OEBS_BLOCKING_LOCKS No
HC:0020 _FG_OEBS_DEAD_SESSIONS Yes
HC:0021 _FG_OEBS_SITE_DETAILS Yes
HC:0022 _FG_OEBS_AGED_on hold Yes
Various _FG_OEBS_ALERT_SUMMARY No

Each of the Heath Checks verify the Foglight application side table _FG_OEBS_PERIODIC_RUNS for the time (in
days) between the last date the collector ran (last_run_date) to determine if the collector should run.

@ | TIP: If you set the last run date to a date in the distant future, for example, 10 years, the collector does
not run.

*The _FG_OEBS_OAM_SERVICE collector can be disabled by setting the collector _FG_OEBS_OAM_STATUS in the
server side table _FG_OEBS_CONFIG to any value other than Enabled.



OEB Database Agent Views

Foglight displays monitoring data in views that group, format, and display data. The main types are described
below.

Dashboards are top-level views that do not receive data from other views. Dashboards usually contain a number
of lower-level views. The dashboards supplied with Foglight, as well as those created by users, are available in
the navigation panel.

Lower-level views in Foglight can be added to dashboards or can be accessed by drilling down from a dashboard.
They receive and display data directly from the Foglight Management Server or from other views. Some views
filter or select data that appears in other views in the same dashboard. Some are tree views with expandable
nodes for selecting servers, applications, or data.

The OEBDatabase Agent includes the following views:
« Application Account Views
e Application Response Time Views
* Availability Views
= CR—Completed Requests Views
= CR—Concurrent Requests Views
e OM—Object Monitor Views
* USERS Views
e UT—Uptime Views
» WF—Workflow Views

Application Account Views

The OEBDatabase Agent includes the following application account view:

= Application Account (Threshold) with Agent Selector View

Application Account (Threshold) with Agent Selector View

Purpose
This collector runs daily recording the number of active application accounts at the time of the collection.
An active account is defined as any registered application account where:

* The account start date is passed.

e The account end data is not set.

 An end date is set and that date is not reached.



Application Accoumnt &

Use Case
Use this collector to track of the number of active application accounts.

License level: Setting Active Accounts Warning Threshold agent property value to the number of licenses
warns when that number has been reached.

SLA balancing measure: The Active accounts can be used as part of an SLA balancing measure. For example, the
response time SLA (Service Level Agreement) can be held while there are less than X accounts.

Description of the View

Data Displayed Active Accounts. The number of active accounts.

Warning Threshold. The warning threshold for the Active Accounts can be set using
the Active Accounts Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table ActiveAccounts

Collector _FG_OEBS_ACTIVE_ACCOUNTS

Collection Frequency Daily

Periodic Run Entry _FG_OEBS_ACTIVE_ACCOUNTS

Rule Active Accounts - Active Accounts (Property)

Rule Message

AA: The number of active application accounts has exceeded the property level of nn.

Reports
A report of active accounts can be obtained using:

e Report: FOGLIGHT OEBS V5 > Accounts > Accounts Active



A report of accounts created in the past X months can be obtained using:

Report: FOGLIGHT OEBS V5 > Accounts > New Accounts (Months)

Application Response Time Views

The OEBDatabase Agent includes the following application response time views:

Application Response Time (Baseline) with Agent Selector View

Application Response Time (Historical) with Agent Selector View

Application Response Time (Threshold) with Agent Selector View

Application Response Time (Baseline) with Agent Selector
View

Purpose

application.

By default, Foglight uses the response time (runtime) of the concurrent program FNDOAMCOL, as this program
performs the same tasks each time it is run. Its response time represents the overall response time of the

This program should not be changed unless the FNDOAMCOL program does not exist (OEB version 11.0).
Where the program does not exist, the monitored program property can be set to any suitable concurrent
program or the collector should be turned off.
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Description of the View

Data Displayed Response Time. The runtime of the concurrent program FNDOAMCOL.

Baseline Maximum. The baseline maximum level is based on averages of the
application response time history.

Baseline Warning. The baseline warning level is based on averages of the
application response time history.



Baseline Average. The baseline average level is based on averages the application
response time history.

Where to go next  n/a.

Technical Information

Foglight Table ApplicationResponseTime

Collector _FG_OEBS_RESPONSE_TIME

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Response Time Baseline—Application
Response Time Baseline (RT:BL)

Rule Message

RT:BL [Time Stamp] Application Response Time has exceeded the baseline [Alert Levell]
threshold of XX seconds,

where:

= The time stamp is the application time of the alert.

Action on Alert

When a response time alert is received, the first step is to identify what user activity was occurring when the
response time notification occurred. This helps to identify:

« If user activity is the cause of the response time alert.

= If users were affected by the response time issue.

Application Response Time (Historical) with Agent Selector
View

Purpose

The response time history collector has two purposes:
« Collect and report the response time activity for the prior day.
« Update the response time baseline values.

Historical response time. The aim of this collector is to provide historical information (daily) showing the
overall application response time over a period of time. Regular response time patterns should become clear
relating to high processing activities such as month end.

Response Time Historical for Baseline. The second purpose is to collect and record the response time history
of the FNDOAMCOL program for the available information held in fnd_concurrent_requests for the baseline
alerting values.

There is generally lower application activity over the weekends and during non- business hours. Collecting
baseline activity during these periods lowers the overall baseline warning level and potentially results in false
alarms. The baseline history is based only on working days (Monday through Friday) and for application activity
between the hours of 8:00am and 6:00pm.

@ | NOTE: This information is used for long term and intra month activity trending.



Application Resonse Time
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Description of the View
Data Displayed Maximum. The maximum response time for the previous day.

Average. The average response time for the previous day.
Minimum. The minimum response time for the previous day.
Where to go next  n/a.

Technical Information

Foglight Table ApplicationResponseTimeHistory
Collector _FG_OEBS_RESPONSE_TIME_H
Collection Frequency Daily

Periodic Run Entry _FG_OEBS_RESPONSE_TIME_H
Rule Not applicable

Rule Message
Not applicable.

Action on Alert

No alerts are raised from this collector. Its primary use is for capacity planning and reference.



Application Response Time (Threshold) with Agent Selector
View
Purpose

By default, Foglight uses the response time (runtime) of the concurrent program FNDOAMCOL, because this
program performs the same tasks each time it is run. Its response time represents the overall response time of
the application.

This program should not be changed unless the FNDOAMCOL program does not exist (OEB version 11.0).

Where the program does not exist, the monitored program property can be set to any suitable concurrent
program, or the collector should be turned off.
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Description of the View

Data Displayed

Response Time. The runtime (in minutes) of the concurrent program FNDOAMCOL.
Fatal Threshold. The fatal threshold for application response time (in minutes).
This value can be set using the Response Time Fatal Threshold agent property.
Critical Threshold. The critical threshold for application response time (in
minutes). This value can be set using the Response Time Critical Threshold agent
property.

Warning Threshold. The warning threshold for application response time (in
minutes). This value can be set using the Response Time Warning Threshold agent
property.

Where to go next  n/a.

Technical Information

Foglight Table ApplicationResponseTime

Collector

_FG_OEBS_RESPONSE_TIME
Collection Frequency 5 Minutes

Periodic Run Entry N/A




Rule Response Time Property - Application Response Time Property
(RT:Property)

Rule Message

RT:Property [Time Stamp] Application Response Time has exceeded the property [Alert
Level] threshold of n seconds,

Where:

* The time stamp is the application time of the alert.

Action on Alert

When a Response time alert is received, the first step is to identify what user activity was occurring when the
response time notification occurred. This helps to identify the cause as described below.

« Identify if user activity was the cause of the response time alert.

« Identify the users affected by the response time issue.

Availability Views

The OEBDatabase Agent includes the following availability views:
« Availability—Concurrent Managers with Agent Selector View
* Availability—Maintenance Mode with Agent Selector View

« Availability—Workflow Mailer Service with Agent Selector View

Availability—Concurrent Managers with Agent Selector View

Purpose

This collector reports on the overall availability of the concurrent managers by checking if the internal
concurrent manger is running. If it is running, the collector checks if there is a valid process.
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Description of the View

Availability. The availability of the concurrent managers. There are two values
reported by this collector:

Data Displayed e 100: The internal concurrent manager is available and has a valid process.

e 0: The internal manager has been shut down or no longer has a valid
process.

Where to go next  n/a.

Technical Information

Foglight Table Availability

Collector _FG_OEBS_AVAILABILITY

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule CM Availability - Concurrent Manager Status (AV:CM01)

Rule Message

AV:CMO01l: Concurrent managers are down.

Action on Alert

When an alert is raised from this collector, complete the following actions:
* Use the chart drilldown to determine the time and duration of the concurrent manager shutdown.

= Use the notice board to determine if a concurrent manager shutdown request was issued (refer to the
Foglight OEBS HealthCheck Function).

= If no shutdown request was issued, check the status of the database with the DBAs.

Availability—Maintenance Mode with Agent Selector View

Purpose

When the OEBS application is in maintenance mode, users are prevented from accessing the application. This
collector checks the maintenance mode profile option setting to determine if the application is in maintenance
mode.

@ | NOTE: The maintenance mode feature was not available in earlier releases of the OEBS cartridge.



Maintenance Mode

Description of the View

Availability. The availability of the maintenance mode. There are two values

] reported by this collector:
Data Displayed = 100: The OEBS application is in maintenance mode.
= 0: The OEBS application is not in maintenance mode and available for use.

Where to go next  n/a.

Technical Information

Foglight Table Availability

Collector _FG_OEBS_AVAILABILITY

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Maintenance Mode - Maintenance Mode Status (AV:MMO01)

Rule Message

AV:MMO01l: OEBS is in Maintenance Mode. Users cannot connect to the Application.

Action on Alert

Use the chart drilldown to determine the time and duration of the maintenance mode window. It may be that
the OEBS application was not released from maintenance mode after a patch was applied.



Availability—Workflow Mailer Service with Agent Selector
View

Purpose

This collector reports on the overall availability of the workflow mailer service by checking if the workflow
mailer service is running. If it is running, the collector checks if there a valid process.

@ | NOTE: The workflow mailer service was not available in earlier releases of OEBS.
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Description of the View

Availability. The availability of the workflow mailer service. There are two values
reported by this collector:

Data Displayed « 100: The OEBS application is in maintenance mode.

e 0: The OEBS application is not in maintenance mode and available for use.
Where to go next  n/a.

Technical Information

Foglight Table Availability

Collector _FG_OEBS_AVAILABILITY

Collection Frequency 5 Minutes

Periodic Run Entry N/A

Rule WFMAvailability - Workflow Mailer Service Status (AV:WFO01)

Rule Message

AV:WF01l: Workflow mailer service is down.



Action on Alert
When an alert is raised from this collector, do the following actions:
* Use the chart drilldown to determine the time and duration of the workflow mailer Service outage.

= Use the notice board to determine if a concurrent manager shutdown request was issued (refer to the
Foglight Cartridge for OEB HealthCheck function).

« If no shutdown request was issued, check the status of the concurrent managers with the DBAs.

@ | NOTE: As the workflow mailer service is a concurrent manager process, it is reported as down when the
concurrent managers are shut down.

CR—Completed Requests Views

The OEBDatabase Agent includes the following completed requests views:
e CR—Completed Requests Error (Threshold) with Agent Selector View
e CR—Completed Requests Error—Warning (Historical) with Agent Selector View
e CR—Completed Requests Error—Warning with Agent Selector View
e CR—Completed Requests FSG with Agent Selector View
= CR—Completed Requests Total (Baseline) with Agent Selector View
= CR—Completed Requests Total (Historical) with Agent Selector View
e CR—Completed Requests Total (Threshold) with Agent Selector View
e CR—Completed Requests Warning (Threshold) with Agent Selector View

CR—Completed Requests Error (Threshold) with Agent
Selector View

Purpose

This collector reports the number of requests that completed with a status of Error since midnight server time.
The number is reset to zero at midnight and new errors are recorded.

For example, if a reports server failure causes all requests to complete with a status of Error, a chart drilldown
can be used to track the error.



Completed Requests - Ermor

count

— Completed Errar

— Fatal Threshold

— Critical Threshold
—Warning Threshold

@
wnoa

01:50  02:10  02:30  02:50

Description of t

Data Displayed

Where to go next

03:10  03:30 0350 04:10 0430 0450 05:10  05:30
Tuesday, March 17,2009 1:49 AM - Now 4.0 hours

he View

Completed Error. The number of requests that completed with a status of Error.

Fatal Threshold. The fatal threshold for number of requests that completed with a
status of Error. This value can be set using the ‘Completed Error' Fatal Threshold
agent property.

NOTE: The Alert Completed Requests Using agent property refers to completed
requests only.

Critical Threshold. The critical threshold for number of requests that completed
with a status of Error. This value can be set using the '‘Completed Error’ Critical
Threshold agent property.

Warning Threshold. The warning threshold for number of requests that completed
with a status of Error. This value can be set using the 'Completed Error' Warning
Threshold agent property.

n/a.

Technical Information

Foglight Table

CompletedRequests

Collector

_FG_OEBS_CR_COMPLETED

Collection Frequency 5 Minutes

Periodic Run Entry

Not applicable

Rule

CompletedError - CR Completed Requests Error (Property)
(CR:CE:Property)

Rule Message

CR:CE:Property:
of ERROR has exc

[TimeStamp] The number of requests that have completed with a status
eeded the Property [Alert Level] threshold of [Property Value].



CR—Completed Requests Error—Warning (Historical) with
Agent Selector View

Purpose

The Completed Requests Error—Warning (Historical) with Agent Selector provides a combined intraday view of
the error and warning activity. This collector runs daily and reports on the total number of requests that
completed with a status of error or warning. Primarily, it is used for longer term tending and reporting.

This collector also updates the historical stats used in Foglight base lining of concurrent request activity (total
completed requests).
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Description of the View

Data Displayed Completed Error. The number of requests that completed with a status of Error.

Completed Warning. The number of requests that completed with a status of
Warning.

Where to go next  n/a.

Technical Information

Foglight Table CompletedRequestsHistory
Collector _FG_OEBS_CR_COMPLETED_H
Collection Frequency Daily

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message
Not applicable.



Action on Alert
Not applicable.

CR—Completed Requests Error—Warning with Agent Selector
View

Purpose

The Completed Requests Error—Warning provides a combined intraday view of the error and warning activity.
Primarily, it is used for intraday tending and reporting.

Completed Requests - Ermor | Warming
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Description of the View

Completed Error. The number of requests that completed since midnight server

Data Displayed time with a status of Error.

Completed Warning. The number of requests that completed since midnight server
time with a status of Warning.

Where to go next  n/a.

Technical Information

Foglight Table CompletedRequests
Collector _FG_OEBS_CR_COMPLETED
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message
Not applicable.



Action on Alert
Not applicable.

CR—Completed Requests FSG with Agent Selector View

Purpose

An FSG is a General Ledger - Financial Statement Generator Report. They are generally very resource intensive
and cannot be easily tuned.

The bulk of the FSG activity generally occurs around the month end processing period.

This collector reports the number of FSGs that completed since midnight server time. The number is reset to
zero at midnight and new FSG is recorded.

Generally, when there is a lot of FSG activity, there is an associated performance hit on the application server.

Completed Requests - FSG
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Description of the View

Data Displayed Completed. The number of FSGs that completed since midnight server time.
Where to go next  n/a.

Technical Information

Foglight Table CompletedRequests
Collector _FG_OEBS_CR_COMPLETED
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message
Not applicable.



Action on Alert

On any day where you process more concurrent requests than normal, it is important to understand who and
what module are generating the excessive number of requests.

« Total Complete Warning Threshold
« Total Complete Critical Threshold
« Total Complete Fatal Threshold

CR—Completed Requests Total (Baseline) with Agent
Selector View

Purpose

This collector reports the number of requests that have completed since midnight server time. The number is
reset to zero at midnight and a new request count is recorded.

The chart that appears in Completed Requests Total (Baseline) collector provides an insight as to the request
processing profile during each day.

Also the peak for each day shows the maximum number of requests being processed on a daily basis. In the
longer term you can see if the overall application load is increasing and determine that rate of increase.

The baseline average, baseline maximum and baseline warning levels are based on historical averages of the
available online concurrent processing history. The history has been restricted to working days (Monday to
Friday) so as to exclude the lower processing activity that occurs over week ends.
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Interpreting the chart

If the number of completed requests exceeds the average value before midday then performance is below
optimum. That is, more than the normal number of requests are being generated.

From this chart, you can see the maximum number of requests that have been completed in the available on
line concurrent processing history.

The baseline warning level is set to the average plus three standard deviations.



Description of the View

Completed Total. The total number of requests that have completed since midnight

Data Displayed server time.

Baseline Maximum. The baseline maximum level is based on averages of the
available online concurrent processing history.

Baseline Warning. The baseline warning level is based on averages of the available
online concurrent processing history.

Baseline Average. The baseline average level is based on averages of the available
online concurrent processing history.

Where to go next  n/a.

Technical Information

Foglight Table CompletedRequests

Collector _FG_OEBS_CR_COMPLETED

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule CompletedTotalBL - CR Completed Requests Total (Baseline) (CR:CT:BL)

Rule Message

CR:CT:BL: [TimeStamp] The total number of completed requests has exceeded the
baseline warning threshold of [Baseline Value].

Action on Alert

On any day where you process more concurrent requests than normal, it is important to understand who and
what module is generating the excessive number of requests.

CR—Completed Requests Total (Historical) with Agent
Selector View

Purpose
The Concurrent Request history collector has two purposes:
« Collect and report the total concurrent request activity for the prior day.

« Update the concurrent request activity baseline values.
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Historical Concurrent Request Activity

The aim of this collector is to provide daily historical information showing the overall concurrent request
activity over time.

Regular concurrent request activity patterns should become clear over time relating to high processing periods,
such as month end.

Concurrent Request Historical for Baseline

The second purpose of this collector is to collect and record the concurrent request activity history from the
available information held in fnd_concurrent_requests for the baseline alerting values.

There is generally lower application activity over the weekends and during non-business hours. Collecting
baseline activity during these periods lowers the overall baseline warning level and potentially results in false
alarms. Due to this, the baseline history is based only on working days (Monday through Friday).

Description of the View

Completed Requests. The number of concurrent requests that have completed for

Data Displayed the day.

Processing Hours. The number of hours spent processing concurrent requests.
Where to go next  n/a.

Technical Information

Foglight Table CompletedRequestsHistory
Collector _FG_OEBS_CR_COMPLETED_H
Collection Frequency Daily

Periodic Run Entry _FG_OEBS_CR_COMPLETED_H
Rule Not applicable.




Rule Message
Not applicable.

CR—Completed Requests Total (Threshold) with Agent
Selector View

Purpose

This collector reports the number of complete requests that have completed since midnight server time. The
number is reset to zero at midnight and a new request count is recorded.

As the majority of the application work load is through the concurrent requests, it is important to know the
request processing profile over time.

The chart that appears in Completed Requests Total (Property) collector provides an insight as to the request
processing profile during each day.

Also, the peak for each day shows the maximum number of requests being processed on a daily basis. In the
longer term, you can see if the overall application load is increasing, and determine that rate of increase.
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Description of the View
Data Displayed Completed Total. The total number of requests that completed.

Fatal Threshold. The fatal threshold for the total number of completed requests.
This value can be set using the Total ‘Completed’ Fatal Threshold agent property.

NOTE: The Alert Completed Requests Using agent property refers to completed
requests only.

Critical Threshold. The critical threshold for the total number of completed
requests. This value can be set using the Total ‘Completed’ Critical Threshold
agent property.

Warning Threshold. The warning threshold for the total number of completed
requests. This value can be set using the Total ‘Completed’ Warning Threshold
agent property.

Where to go next  n/a.



Technical Information

Foglight Table CompletedRequests

Collector _FG_OEBS_CR_COMPLETED

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule CompletedTotal - CR Completed Requests Total (Property)
(CR:CT:Property)

Rule Message

CR:CT:Property: [TimeStamp] The total number of completed requests has exceeded the
Property [Property Level] threshold of [Property Value].

Action on Alert

On any day where you process more concurrent requests than normal, it is important to understand who and
what module is generating the excessive number of requests.

CR—Completed Requests Warning (Threshold) with Agent
Selector View

Purpose

This collector reports the number of requests that completed with a status of warning since midnight server
time. The number is reset to zero at midnight and new errors are recorded.
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Description of the View

Completed Warning. The total number of requests that resulted with a warning

Data Displayed alert.

Fatal Threshold. The fatal threshold for the total number of completed requests
that resulted with a warning alert. This value can be set using the 'Completed
Warning' Fatal Threshold agent property.

NOTE: The Alert Completed Requests Using agent property refers to completed
requests only.

Critical Threshold. The critical threshold for the total number of completed
requests that resulted with a warning alert. This value can be set using the
‘Completed Warning' Critical Threshold agent property.

Warning Threshold. The warning threshold for the total number of completed
requests that resulted with a warning alert. This value can be set using the
‘Completed Warning' Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table CompletedRequests

Collector _FG_OEBS_CR_COMPLETED

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable.

Rule CompletedWarning - CR Completed Requests Warning (Property)
(CR:CW:Property)

Rule Message

CR:CW:Property: [TimeStamp] The number of requests that have completed with a status
of WARNING has exceeded the Property [Alert Level] threshold of [Property Value].

Action on Alert
Not applicable.

CR—Concurrent Requests Views

The OEBDatabase Agent includes the following concurrent requests views:
e CR—Duplicate Requests with Agent Selector View
e CR—Log and Out Space (Baseline) with Agent Selector View
e CR—Log and Out Space (Threshold) with Agent Selector View
e CR—Log and Out Space with Agent Selector View
e CR—Pending And Running (Threshold) with Agent Selector View
 CR—Pending Error (Threshold) with Agent Selector View
e CR—Pending with Agent Selector View
= CR—Running and Pending By Manager (STANDARD) with Agent Selector View



CR—Duplicate Requests with Agent Selector View

Purpose

A duplicate request is the same program submitted by the same user with the same arguments that are either
running or pending normal.

When the following Foglight message appears:
CR DUP: [User Name] has submitted duplicate [Program Name]

this means Foglight for Oracle E-Business Suite has detected one or more duplicate concurrent requests. The
message provides both the user name and the duplicated concurrent program.

Once you have been notified, more information is provided through the CR—Duplicate Requests view.

When the view is selected, you are presented with a drilldown displaying the duplicate request including the
argument set and the number of duplicates as following:

e 1 =The original request and one duplicate.

e 2 =The original and two duplicates.

@ | NOTE: If the duplicate notice was received on any day prior to “Today”, the CR - Duplicate Requests view
displays “No Data found in this range”.

Where this occurs, use the time range to select the appropriate range.

CR-Duplicate Requests by OEE_QSCEBES on

alvscel12.prod.quest.corp & Tuesday, March 17, 2009 2:36 AN - Mow 4.0 hours »

EndTime « Time Skamp User Marne Prograrm Argurment Texk Duplicate Count
31709 6:32 AM 17-Mar-09 06:32 OPRAH Balance Interface check (Mone) 36
31709 6:32 AM 17-Mar-09 06:32 DR_PHIL Balance Interface file import (Mone) 2
FTI09 627 AM 17-Mar-09 06:27 OPRAH Balance Interface check (Mone) 36
FTI09 627 AM 17-Mar-09 06:27 DR_PHIL Balance Interface file import (Mone) 2
FTI09 6:22 AM 17-Mar-09 06:22 OPRAH Balance Interface check (Mone) 36
FTI09 6:22 AM 17-Mar-09 06:22 DR_PHIL Balance Interface file import (Mone) 2
FMTI096:17 AM 17-Mar-09 06:17 OPRAH Balance Interface check (Mone) 36
FMTI096:17 AM 17-Mar-09 06:17 DR_PHIL Balance Interface file import (Mone) 2
FMTI096:12 AM 17-Mar-09 06:12 OPRAH Balance Interface check (Mone) 36
FMTI096:12 AM 17-Mar-09 06:12 DR_PHIL Balance Interface file import (Mone) 2
2 TFINA ANT7 AR 17-M=ar-N0 NA:N7 [al==F. 1] Ralanrs Tntarfara rhacl Mlanat T

Description of the View

Data Displayed EndTime. The end time, using application server time.

Time Stamp. The date and time the duplicate is detected, using application server
time.

User Name. The user submitting the duplicates.
Program. The concurrent program name.
Argument Text. The argument text of the duplicate requests.
Duplicate Count. The number of duplicates.
Where to go next  n/a.

Technical Information

Foglight Table DuplicateRequests

Collector _FG_OEBS_CR_DUPLICATES

Collection Frequency 5 Minutes




Periodic Run Entry Not applicable.

Rule DuplicateRequests

Excluding Programs From Duplicate Request Detection

If the duplicate occurrence of a concurrent program is considered normal behavior, then the concurrent
program can be added to the Duplicate Request Exclusion list. Once added, the program is no longer reported as
a duplicate.

CR—Log and Out Space (Baseline) with Agent Selector View

0) | NOTE: Not available in OEB version 11.0.

Purpose

When a concurrent request is executed, it normally creates two output files listed below:
e LOG File.
* OUT File.

The LOG file contains the concurrent request runtime information and the OUT file contains the actual
concurrent requests output.

The view chart that appears on this collector displays the accumulative total Log and Out space being generated
per day and resets to zero (0) at midnight application server time.

Using the view chart, you can determine the amount of log and out space (MB) being generated per day.

Multiply this value by the number of days of concurrent request information being held online, for example, 30
days, to get the total nominal disk space that is being used for concurrent request activity.

By reviewing the daily peaks over time, you can clearly identify the growth in disk spaced required for
concurrent processing over time.
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Description of the View

Total Log and Out Space. The amount of log and out space (in MBytes) being

Data Displayed generated per day.

Baseline Warning. The baseline warning level is based on averages of the available
log and out space concurrent disk space history.

Baseline Maximum. The baseline maximum level is based on averages of the
available log and out space concurrent disk space history.

Baseline Average. The baseline average level is based on averages of the available
log and out space concurrent disk space history.

Where to go next  n/a.

Technical Information

Foglight Table RequestLogAndOutSpace
Collector _FG_OEBS_LOG_OUT
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule LogandOutSpaceBL

Rule Message

LS:BL : The total size of requests’ log and out space has exceeded the baseline
threshold of [Baseline Value] megabytes

Action on Alert

Generally, the Log and Out file sizes being generated are only an issue when the disk space is not enough. On
occasion, when a user produces a report that generates a large volume Out file, it may use up a sizable portion
of disk space. The concurrent managers stop later in the day or week with normal use if the target disk runs out
of space.

A list of large Log and Out files can be obtained using the following Toad report:
e Report: FOGLIGHT OEBS V5 > CR > Completed > Log and Out.

Use this report to identify the offending request and user that submitted the request.
CR—Log and Out Space (Threshold) with Agent Selector View

0) | NOTE: Not available in OEBS version 11.0.

Purpose

When a concurrent request is executed it normally creates two output files listed below:
* LOG File
« OUT File

The LOG file contains the concurrent request runtime information and the OUT file contains the actual
concurrent requests output.



The view chart that appears on this collector displays the accumulative total Log and Out space being generated
per day and reset to zero (0) at midnight application server time.

Using the view chart, you can determine the amount of log and out space (MB) being generated per day.

Multiply this value by the number of days of concurrent request information being held online, for example, 30
days, to get the total nominal disk space that is being used for concurrent request activity.

By reviewing the daily
concurrent processing

peaks over time, you can clearly identify the growth in disk spaced required for
over time.
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Description of the View

Data Displayed

Where to go next

Total Space. The total amount of log and out space (MBytes) being generated per

day.

Fatal Threshold. The fatal threshold for the amount of disk space used for log and
out space (MBytes) for concurrent request activity. This value can be set using the
Log & Out Fatal Threshold (mb) agent property.

NOTE: The Alert Log & Out Using agent property refers to the space used each day.

Critical Threshold. The critical threshold for the amount of disk space used for log
and out space (MBytes) for concurrent request activity. This value can be set using
the Log & Out Critical Threshold (mb) agent property.

Warning Threshold. The warning threshold for the amount of disk space used for
log and out space (MBytes) for concurrent request activity. This value can be set
using the Log & Out Warning Threshold (mb) agent property.

n/a.

Technical Information

Foglight Table

RequestLogAndOutSpace

Collector

_FG_OEBS_LOG_OUT

Collection Frequency

5 Minutes

Periodic Run Entry

Not applicable

Rule

LogandOutSpace




Rule Message

LS: The total size of requests’ log and out space has exceeded the [Alert Levell
threshold of [Property Value] megabytes

Action on Alert

Generally the Log and Out file sizes being generated are only an issue when the disk space is not enough. On
occasion, when a user produces a report that generates a large volume Out file, it may use up a sizable portion
of disk space. The concurrent managers stop later in the day or week with normal use if the target disk runs out
of space.

A list of large Log and Out files can be obtained using the following Toad report:
e Report: FOGLIGHT OEBS V5 > CR - Completed > Log and Out.
Use this report to identify the offending request and user that submitted the request.

CR—Log and Out Space with Agent Selector View

6) | NOTE: Not available in OEBS version 11.0.

Purpose

When a concurrent request is executed, it normally creates two output files listed below:
* LOG File.
e OUT File.

The LOG file contains the concurrent request runtime information and the OUT file contains the actual
concurrent requests output.

The information is accumulative throughout the day with all values being reset to zero (0) at midnight
application server time.

Log and Owut Space

Hii

megabytes (ME

z —Total
— Out File
—Log File
/
0z:50 0z:10 03:30 03:50 04:10 04:30 04:50 05:10 U;:BU 05:50 0g:10 06:30 v
Tuesday, March 17,2009 2:43 AM - Now <0 hours
Description of the View
Data Displayed Total. The total Log and Out space (in MBytes) being generated.

Out File. The total Log space (in MBytes) being generated.



Log File. The total Out space (in MBytes) being generated.
Where to go next  n/a.

Technical Information

Foglight Table RequestLogAndOutSpace
Collector _FG_OEBS_LOG_OUT
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message

Not applicable.

Action on Alert

Informational.

CR—Pending And Running (Threshold) with Agent Selector
View

Purpose

This metric is arguably one of the most important in the Foglight Cartridge for OEB, given that the concurrent
managers perform the majority of the application activity.

The Pending And Running view shows the number of pending and running requests.

The Property levels apply to pending requests only. The number of running requests does not exceed the
number of concurrent processes running requests.

Pending and Running Requests
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Description of the View

Data Displayed

Where to go next

Running. The number of running requests.
Pending. The number of pending requests.

Pending Fatal. The fatal threshold for the number of pending requests. This value
can be set using the Total 'Pending’ Fatal Threshold agent property.

Pending Critical. The critical threshold for the number of pending requests. This
value can be set using the Total '‘Pending' Critical Threshold agent property.

Pending Warning. The warning threshold for the number of pending requests. This
value can be set using the Total 'Pending' Warning Threshold agent property.

n/a.

Technical Information

Foglight Table

RunningAndPendingRequests

Collector _FG_OEBS_CR_RUN_PEND
Collection Frequency 5 Minutes
Periodic Run Entry N/A

Rule

CR - Pending Normal Requests (Property) (CR:PN:Property)

Rule Message

CR:PN:Property: The total number of pending requests has exceeded the Property
[Alert Level] level of [Alert Value]

Action on Alert

If the number of pending requests increases rapidly, it is an excellent indicator that there is a back log occurring

in the concurrent managers. This can be due to a number of reasons:

= Excessive numbers of requests being submitted

= Stuck concurrent programs

= Slow requests running in the fast queue

« Inappropriate parameters causing long running requests

« Database performance issues slowing down concurrent processing, and so on

CR—Pending

Purpose

Generally, a pending e
generally occurs when

* Does not exist

e Has no running

@ | NOTE: When overnight managers are implemented, any request assigned to that manager has a status of

Error (Threshold) with Agent Selector View

rror request is any request that does not have a manager to run that request. This
the manager assigned to run the request:

processes (for example, overnight manager)

pending error until the manager starts and has processes to run the requests.



When the concurrent managers are shut down, any pending request and request submitted has a status of
pending error until the managers are restarted.
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Description of the View

Data Displayed Pending Error. The number of pending errors.

Fatal Threshold. The fatal threshold for the number of pending errors. This value
can be set using the 'Pending Error' Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of pending errors. This
value can be set using the 'Pending Error' Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of pending errors. This
value can be set using the 'Pending Error' Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table RunningAndPendingRequests

Collector _FG_OEBS_CR_RUN_PEND

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule CR - Pending Error Requests (Property) (CR:PE:Property)

Rule Message

CR:PE:Property : The total number of pending error requests has exceeded the
Property [Alert Level] level of [Alert Valuel

Action on Alert
During normal operation, requests should only go into a state of pending error:
= When they are assigned to an overnight manager that has not woken up yet.

* When the managers are shut down.



@ | NOTE: Should the concurrent managers crash (for whatever reason) and the concurrent managers OEBS
table does not reflect the fact that manager processes do not exist (a common scenario), then requests
are not shown in a state of pending error.

A list of pending error requests can be obtained using the following Toad report:
* Report: FOGLIGHT OEBS V5 > CR > Pending > Error.

Use this report to identify the offending request and user that submitted the request.

CR—Pending with Agent Selector View

Purpose
The pending view shows the number of pending requests within the following categories:
* Pending Normal
e Pending Error
* Pending Scheduled
« Pending on hold

Pending Requests
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Description of the View

Data Displayed Pending Normal. The number of normal pending requests.
Pending Error. The number of pending request errors.
Scheduled Requests. The number of scheduled requests.
OnHold Requests. The number of onhold requests.
Where to go next  n/a.

Technical Information

Foglight Table RunningAndPendingRequests

Collector _FG_OEBS_CR_RUN_PENDT




Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message
Not applicable.

Action on Alert

Informational.

CR—Running and Pending By Manager (STANDARD) with

Agent Selector View

Purpose

The Running and Pending by Manager Collector allows you to monitor the number of pending requests for

individually selected managers.

@ | NOTE: Create a chart for each concurrent manager being monitored. The existing rule supports any
number of monitored concurrent managers and does not require a rule for each concurrent manager being

monitored.

Pending and Running Requests - STANDARD
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Description of the View
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Max Processes. The maximum number of processes running on the concurrent

. managers.
Data Displayed

agent property.

NOTE: The list of monitored managers can be set using the Manager Watch List

Running Requests. The number of running requests running on the concurrent

managers.



Pending Requests. The number of pending requests running on the concurrent
managers.

Pending Alarm Level. The number of onhold requests running on the concurrent
managers.

Where to go next  n/a.

Technical Information

Foglight Table RunningAndPendingRequestsByManager

Collector _FG_OEBS_CR_RP_BY_MGR

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule PendingCountByManager - Running and Pending by Manager (STANDARD)
(CR:M)
NOTE: A rule is not provided by default for alerting on running requests.

Rule Message

The number of pending requests for the [Manager Name] manager has exceeded the
warning level of [Alert Value].

Action on Alert

If the number of pending requests increases rapidly, it is an excellent indicator that there is a back log occurring
in the concurrent managers. This can be due to a number of reasons:

= Excessive numbers of requests being submitted.

= Stuck concurrent programs.

= Slow requests running in the fast queue.

= Inappropriate parameters causing long running requests.

« Database performance issues slowing down concurrent processing, and so on

OM—Object Monitor Views

The OEBDatabase Agent object includes the following monitor views:
e OM—fnd_concurrent_requests (Rate) with Agent Selector View

e OM—fnd_concurrent_requests (Threshold) with Agent Selector View

OM—fnd_concurrent_requests (Rate) with Agent Selector
View

Purpose
The object monitor counts and records the number of rows in the selected table or view once per day.

For Foglight to count the number of rows in the monitored object, the Foglight user must be granted select
rights on the target object object.



Granting select rights on the monitored object to the Foglight accounts can be generated by connecting as the
target object owner, issuing the following statement, and substituting the object owner, object name and
Foglight account with the appropriate values. Grant select in [object owner] [object_name] to [Foglight
account];

@ | NOTE: Failure to complete this step results in the object not being available to Foglight. In this situation,
Foglight displays a dashboard message stating the table or view does not exist.

A synonym is not required for the target object.

For information on how to use the object monitor, refer to Object Monitor Overview on page 30.

Object Monitor (Growth Rate) - fnd_concurrent_requests
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Description of the View
Data Displayed Rows Per Day. The number of rows in the selected table or view per day.
Where to go next  n/a.
Technical Information
Foglight Table ObjectMonitor
Collector _FG_OEBS_OBJECT_MONITOR
Collection Frequency Daily
Periodic Run Entry _FG_OEBS_OBJECT_MONITOR
Rule Not applicable

Rule Message
Not applicable.

Action on Alert

Informational.



OM—fnd_concurrent_requests (Threshold) with Agent
Selector View

Purpose
The object monitor counts and records the number of rows in the selected table or view once per day.

For information on how to use the object monitor, refer to Object Monitor Overview on page 30.

@ | NOTE: A Foglight view and rule needs to be created for each monitored object.

The flexibility in the collector is that the object being monitored can also be a view.
For example:
= Track the number of orders generated per day.
« Create a view that selects the order header_id where the order was created (yesterday).
* The Object monitor now counts the number of rows which equates to the number of orders.

For Foglight for Oracle E-Business Suite to count the number of rows in the monitored object, the Foglight for
Oracle E-Business Suite user must be granted select rights on the target object.

Granting select rights on the monitored object to the Foglight for Oracle E-Business Suite accounts can be
generated by connecting as the target object owner, issuing the following statement, and substituting the
object owner, object name and Foglight for Oracle E-Business Suite account with the appropriate values.

Grant select in [object owner] [object name] to [Foglight account];

@ | NOTE: Failure to complete this step results in the object not being available to Foglight. In this situation,
Foglight displays a dashboard message stating the table or view does not exist.

A synonym is not required for the target object.

Object Monitor - FND_CONCUURENT_REQUESTS
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Description of the View

Data Displayed

Where to go next

Records. The number of rows in the selected table or view per day.

NOTE: The objects being monitored can be set using the Object Monitoring List
agent property.

NOTE: If the Object Owner or Object Name secondary agent property is incorrect,
or does not exist, the object is not monitored.

NOTE: When the Monitor secondary agent property is set to Yes, monitoring is
enabled. Setting this value to No suspends monitoring of that object.

Warning Threshold. The number of rows in the selected table or view per day. This
value can be set using the Warning Threshold (rows) secondary agent property.

n/a.

Technical Information

Foglight Table

ObjectMonitor

Collector

_FG_OEBS_OBJECT_MONITOR

Collection Frequency

Daily

Periodic Run Entry

_FG_OEBS_OBJECT_MONITOR

Rule

OM - Fnd_concurrent_requests (Property) (OM)

Rule Message

OM : Object FND_CONCURRENT REQUESTS has exceeded its Property threshold of [Alert

Value]

Action on Alert

Informational.

USERS Views

The OEBDatabase Agent includes the following USERS views:

* USERS—Full Service Sessions (Historical) with Agent Selector View

e USERS—Full Service Sessions (Threshold) with Agent Selector View

e USERS—Full Service Sessions Intraday (Threshold) with Agent Selector View

e USERS—Self Service Limit Check with Agent Selector View

e USERS—Self Service Page Request Rate (Threshold) With Agent Selector View

= USERS—Self Service Page Requests (Historical) with Agent Selector View

e USERS—Self Service Page Requests Intraday (Threshold) with Agent Selector View

= USERS—Self Service Page Requests Intraday (Baseline) with Agent Selector View

* USERS—Self Service Sessions (Historical) with Agent Selector View

e USERS—Self Service Sessions (Threshold) with Agent Selector View

e USERS—Self Service Sessions Intraday (Baseline) with Agent Selector View

e USERS—Self Service Sessions Intraday (Threshold) with Agent Selector View



= USERS—Self Service Sessions Intraday with Agent Selector View

= USERS—Sessions with Agent Selector View

USERS—Full Service Sessions (Historical) with Agent Selector
View

Purpose

The Full Service Sessions (Historical) monitor displays total number of full service sessions and the total number
of distinct full service users for the prior day.

Full Service Sessions (Historical)
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Description of the View

Data Displayed Sessions. The total number of full service sessions for the prior day.
District Accounts. The total number of distinct full service users for the prior day.

Where to go next  n/a.

Technical Information

Foglight Table FullServiceHistory
Collector _FG_OEBS_FS_HISTORY
Collection Frequency Daily

Periodic Run Entry _FG_OEBS_FS_HISTORY
Rule Not applicable

Rule Message

Not applicable.



Action on Alert

Informational. This information can be used to determine user connection patterns over time and for capacity
planning.

USERS—Full Service Sessions (Threshold) with Agent
Selector View

Purpose
The Full Service Session monitor displays the number of full service sessions at the time of each collection.

Full Service Sessions
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Description of the View

Data Displayed Sessions. The number of full service sessions at the time of each collection.

Fatal Threshold. The fatal threshold for the number of full service sessions. This
value can be set using the Full Service Activity Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of full service sessions.
This value can be set using the Full Service Activity Critical Threshold agent
property.

Warning Threshold. The warning threshold for the number of full service sessions.
This value can be set using the Full Service Activity Warning Threshold agent
property.

Where to go next  n/a.

Technical Information

Foglight Table FullServiceActivity

Collector _FG_OEBS_FS_ACTIVITY

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule FS - Full Service Sessions (Property) (FSS:Property)




Rule Message

FSS:Property: The number of Full Service Sessions has exceeded the Property [Alert
Level] threshold of [Alert Value].

Action on Alert

The number of full service users can impact the application resources.

USERS—Full Service Sessions Intraday (Threshold) with
Agent Selector View

Purpose

The Full Service Session (Intraday) monitor displays the accumulative number of full service sessions at the time
of each collection. This value returns to zero (0) at midnight server time.

Full Service Sessions - Intraday
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Description of the View

Sessions. The accumulative number of full service sessions at the time of each
collection.

Fatal Threshold. The fatal threshold for the accumulative number of full service
sessions. This value can be set using the Accumulative Full Service Activity Fatal
Threshold agent property.

Data Displayed

Critical Threshold. The critical threshold for the accumulative number of full
service sessions. This value can be set using the Accumulative Full Service Activity
Critical Threshold agent property.

Warning Threshold. The warning threshold for the accumulative number of full
service sessions. This value can be set using the Accumulative Full Service Activity
Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table FullServiceActivityAccumulative




Collector _FG_OEBS_FS_ACTIVITY_ACC
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule FSIntradaySessions (FSS:ID:ASP)

Rule Message

FSS:ID:ASP : The number of Full Service sessions has exceeded the intraday [Alert
Level] of [Alert Value] sessions.

Action on Alert

The number of full service users can impact the application resources.

USERS—Self Service Limit Check with Agent Selector View

Purpose

The Self Service Limits Check lists the users whose self service session has come within XX percent of their
session’s page limit or XX minutes of their session’s time limit.

The aim of this metric is to alert you if there are any users or customers that are being affected by this
collector, by being forced to reconnect if either of these limits are exceeded.

The notification that one or more users have come close to or exceeded their self service session limits is
through the following dashboard alert:

e SUM:004 Warning XX Service session/s have come within XX Pct or nn minutes of the session limits

Once notified, view the Foglight table SelfServiceLimitCheck for a list of users.

EndTime Lask Lirnit Time Lser Minutes of Session  Percent of Session Session Hour  Session Page Sessio
Conneck Type Stamp Marme Hours Lirnit Hours Lirnit Lirnit Pages
nja nja nja nja nja nja nja nja nja nja nja

Description of the View

Data Displayed EndTime. The end time, using application server time.
Last Connect. The date and time of the last connect, using application server time.
Limit Type. Page or time limit.
Time Stamp. The date and time of the alert, using application server time.
User Name. The user name that triggered the alert.
Minutes of Session Hours. The number of minutes, using application server time.
Percent of Limit. Defines by what percent the user came within their page limit.
Session Hours. The number of hours, using application server time.

Session Hour Limit. The predefined hour limit for the session. This value can be set
using the Self Service Session Page Limit (%) agent property.

Session Page Limit. The predefined page limit for the session. This value can be set
using the Self Service Session Time Limit (minutes) agent property.

Session Pages. The number of pages in the session.

Where to go next  n/a.



Technical Information

Foglight Table SelfServiceLimitCheck
Collector _FG_OEBS_SS_LIMIT_CHECK
Collection Frequency Daily

Periodic Run Entry _FG_SS_CLOSE_TO_LIMITS
Rule Not applicable

Rule Message
Not applicable.

Action on Alert

When a user exceeds their set session thresholds, the user has to reconnect to the application. Each user who
exceeds the set thresholds should be assessed.

USERS—Self Service Page Request Rate (Threshold) With
Agent Selector View

Purpose

The Self Service page rate monitor displays the number of page requests per sample period divided by the
number of minutes between the sample period, thereby providing the number of page requests per minute.

Self Service Page Request Rate
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Description of the View

Data Displayed Page Rate. The number of page requests per minute.

Fatal Threshold. The fatal threshold for the number of self service pages (in
thousands). This value can be set using the Accumulative Self Service Page Fatal

Threshold agent property.



Critical Threshold. The critical threshold for the number of self service pages (in
thousands). This value can be set using the Accumulative Self Service Page Critical
Threshold agent property.

Warning Threshold. The warning threshold for the number of self service pages (in
thousands). This value can be set using the Accumulative Self Service Page
Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table SelfServiceActivity
Collector _FG_OEBS_SS_LIMIT_CHECK
Collection Frequency Daily

Periodic Run Entry _FG_SS _CLOSE_TO_LIMITS
Rule Not applicable

Rule Message

SSP:Property : The Self Service page request rate has exceeded the Property [Alert
Level] threshold of [Alert Value].

Action on Alert

An increased page rate may indicate an abnormal load on the web server resulting in high resource usage. Any
resource alerts at the web server can be easily related back to this metric to identify if abnormal application
behavior was responsible for this alert or not.

USERS—Self Service Page Requests (Historical) with Agent
Selector View

Purpose

The Self Service page request history displays the total number page requests for the prior day.



Self Service Page Requests (Historical)
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Description of the View

Data Displayed Page Requests. The total number page requests (in thousands) for the prior day.
Where to go next  n/a.

Technical Information

Foglight Table SelfServiceHistory
Collector _FG_OEBS_SS_HISTORY
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message

Not applicable.

Action on Alert
Not applicable.

USERS—Self Service Page Requests Intraday (Baseline) with
Agent Selector View

Purpose

The Self Service Page Requests monitor displays the accumulative number of page requests at the time of each
collection. This value returns to zero (0) at midnight server time.



Self Service Page Requests - Intraday
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Description of the View

Page Requests. The accumulative number of self service page requests (in

Data Displayed thousands) at the time of each collection.

Baseline Warning. The baseline warning level (in thousands) is based on averages
of the page request history.

Baseline Maximum. The baseline maximum level (in thousands) is based on
averages of the page request history.

Baseline Average. The baseline average level (in thousands) is based on averages of
the page request history.

Where to go next  n/a.

Technical Information

Foglight Table SelfServiceActivityAccumulative
Collector _FG_OEBS_SS_ACTIVITY_ACC
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule SS- Intraday Pages (BL) (SSP:ID:BL)

Rule Message

SSP:ID:BL : The number of Self Service page requests has exceeded the intraday
baseline warning level of [Alert Value].

Action on Alert

An increased page rate may indicate an abnormal load on the web server resulting in high resource usage. Any
resource alerts at the web server can be easily related back to this metric to identify if abnormal application
behavior was responsible.



USERS—Self Service Page Requests Intraday (Threshold) with
Agent Selector View

Purpose

The Self Service Page Requests monitor displays the accumulative number of page requests at the time of each
collection. This value returns to zero (0) at midnight server time.

Self Service Page Requests - Intraday
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Description of the View

Data Displayed Page Requests. The number of self service page requests (in thousands).

Fatal Threshold. The fatal threshold for the number of self service page requests
(in thousands). This value can be set using the Accumulative Self Service Session
Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of self service page
requests (in thousands). This value can be set using the Accumulative Self Service
Session Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of self service page
requests (in thousands). This value can be set using the Accumulative Self Service
Session Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table SelfServiceActivityAccumulative

Collector _FG_OEBS_SS_ACTIVITY_ACC

Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule SS-Intraday Pages (Property) (SSP:1D:Property)




Rule Message

SSP:ID:Property : The number of Self Service Page Requests has exceeded the intraday
[Alert Level] level of [Alert Value].

Action on Alert

An increased page rate may indicate an abnormal load on the web server resulting in high resource usage. Any
resource alerts at the web server can be easily related back to this metric to identify if abnormal application
behavior was responsible.

USERS—Self Service Sessions (Historical) with Agent Selector
View

Purpose

The Self Service Sessions (Historical) monitor displays the total number of self service sessions and the total
number of distinct self service users for the prior day.

Self Service Sessions (Historical)
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Description of the View

Data Displayed Sessions. The number of self service sessions (in thousands) for the prior day.

Distinct Accounts. The total number of distinct self service users (in thousands) for
the prior day.

Where to go next  n/a.

Technical Information

Foglight Table SelfServiceHistory
Collector _FG_OEBS_SS_HISTORY
Collection Frequency Daily

Periodic Run Entry _FG_OEBS_SS_HISTORY
Rule Not applicable




Rule Message
Not applicable.

Action on Alert
Informational:

This information can be used to determine user connection patterns over time and for capacity planning.

USERS—Self Service Sessions (Threshold) with Agent
Selector View

Purpose
The Self Service Session monitor displays the number of self service sessions at the time of each collection.

Self Service Sessions
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Description of the View
Data Displayed Sessions. The number of self service sessions at the time of each collection.

Fatal Threshold. The fatal threshold for the number of self service sessions. This
value can be set using the Self Service Session Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of self service sessions.
This value can be set using the Self Service Session Critical Threshold agent
property.

Warning Threshold. The warning threshold for the number of self service sessions.
This value can be set using the Self Service Session Warning Threshold agent
property.

Where to go next  n/a.

Technical Information

Foglight Table SelfServiceActivity

Collector _FG_OEBS_SS_ACTIVITY




Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule SSSessionCount (SSS:Property)

Rule Message

SSS:Property : The number of Self Service Sessions has exceeded the Property [Alert
Level] threshold of [Alert Value].

Action on Alert

The number of Self Service users can impact the application resources.

USERS—Self Service Sessions Intraday (Baseline) with Agent
Selector View

Purpose

The Self Service Session monitor displays the accumulative number of self service sessions at the time of each
collection. This value returns to zero (0) at midnight server time.

Self Service Sessions - Intraday
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Description of the View

Sessions. The accumulative number of self service sessions (in thousands) at the

Data Displayed time of each collection.

Baseline Warning. The baseline warning level (in thousands) is based on averages
of the session history.

Baseline Maximum. The baseline maximum level (in thousands) is based on
averages of the session history.

Baseline Average. The baseline average level (in thousands) is based on averages of
the session history.

Where to go next  n/a.



Technical Information

Foglight Table SelfServiceActivityAccumulative
Collector _FG_OEBS_SS_ACTIVITY_ACC
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule SS- Intraday Sessions (BL) (SSS:ID:BL)

Rule Message

SSS:ID:BL : The number of Self Service sessions has exceeded the intraday baseline
warning level of [Alert Value].

Action on Alert

The number of Self service users can impact the application resources.Baseline

USERS—Self Service Sessions Intraday (Threshold) with
Agent Selector View

Purpose

The Self Service Session monitor displays the accumulative number of self service sessions at the time of each
collection. This value returns to zero (0) at midnight server time.

Self Service Sessions - Intraday
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Description of the View

Sessions. The accumulative number of self service sessions at the time of each

Data Displayed collection.

Fatal Threshold. The fatal threshold for the accumulative number of self service
sessions. This value can be set using the Accumulative Self Service Session Fatal
Threshold agent property.



Critical Threshold. The critical threshold for the accumulative number of self
service sessions. This value can be set using the Accumulative Self Service Session

Critical Threshold agent property.
Warning Threshold. The warning threshold for the accumulative number of self
service sessions. This value can be set using the Accumulative Self Service Session

Warning Threshold agent property.

Where to go next  n/a.

Technical Information

SelfServiceActivityAccumulative

Foglight Table
Collector _FG_OEBS_SS_ACTIVITY_ACC

Collection Frequency 5 Minutes

Not applicable

Periodic Run Entry
SS - Self Service Sessions (Property) (SSS:Property)

Rule

Rule Message

SSS:Property :
Level] threshold of

The number of Self Service Sessions has exceeded the Property [Alert

[Alert Value].

Action on Alert
The number of Self service users can impact the application resources.

USERS—Self Service Sessions Intraday with Agent Selector
View

Purpose
The Self Service sessions monitor displays the accumulative number of sessions at the time of each collection.

This value returns to zero (0) at midnight server time.
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Description of the View

Sessions. The number of self service sessions (in thousands) at the time of each

Data Displayed collection.

Distinct Accounts. The total number of distinct self service users (in thousands) at
the time of each collection.

Where to go next  n/a.

Technical Information

Foglight Table SelfServiceActivityAccumulative

Collector _FG_OEBS_SS_ACTIVITY_ACC

Collection Frequency Daily

Periodic Run Entry Not applicable

Rule SSIntradaySessions (Property) (SSS:ID:Property)

Rule Message

SSS:ID:Property : The number of Self Service Sessions has exceeded the intraday
[Alert Level] level of [Alert Value]

Action on Alert

An increased session count may indicate an abnormal load on the web server resulting in high resource usage.
Any resource alerts at the web server can be easily related back to this metric to identify if abnormal
application behaviour was responsible.

USERS—Sessions with Agent Selector View

Purpose
The user session monitor displays the number of full service and self service sessions at each sample point.
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Description of the View

Total Sessions. The total number of full service sessions and self service sessions at

Data Displayed the time of each collection.

Full Service Sessions. The number of full service sessions at the time of each
collection.

Self Service Sessions. The number of self service sessions at the time of each
collection.

Where to go next  n/a.

Technical Information

Foglight Table AccountActivity

Collector _FG_OEBS_FS_SS_SESSIONS
Collection Frequency 5 Minutes

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message
Not applicable.

Action on Alert

Informational.

UT—Uptime Views

The OEBDatabase Agent includes the following uptime views:
e UT—Daily CM Downtime Estimate with Agent Selector View
e UT—Daily CM Uptime Percent with Agent Selector View
e UT—Daily DB Downtime Estimate with Agent Selector View
= UT—Daily DB Uptime Percent with Agent Selector View
= UT—Monthly CM Downtime Estimate with Agent Selector View
= UT—Monthly CM Uptime Percent with Agent Selector View
 UT—Monthly DB Downtime Estimate with Agent Selector View
« UT—Monthly DB Uptime Percent with Agent Selector View

UT—Daily CM Downtime Estimate with Agent Selector View

Purpose

The internal uptime collector runs every five minutes and records the status of the concurrent managers. The
estimated down time is calculated as the number of five minute samples. This is the duration when the
concurrent managers were not available.



@ | NOTE: Foglight blackout periods do not affect the uptime calculations.

Daily Concurrent Manager Downtime Estimate
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Description of the View

. Downtime. The number of minutes that the concurrent managers were not
Data Displayed

available.

Where to go next  n/a.

Technical Information

Foglight Table

UptimeDaily

Collector

_FG_OEBS_UPTIME_REP_DAILY

Collection Frequency

Daily

Periodic Run Entry

Not applicable

Rule

Not applicable

Rule Message
Not applicable.

Action on Alert

Informational.



UT—Daily CM Uptime Percent with Agent Selector View

Purpose

The internal uptime collector runs every five minutes and records the status of the concurrent managers. The
uptime is calculated as the number of five minute samples. This is the duration when concurrent managers were
available as a percentage of the samples where the concurrent managers were not available.

@ | NOTE: Foglight blackout periods do not affect the uptime calculations.

Daily Concurrent Manager Uptime
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Description of the View

Data Displayed Uptime. The percentage uptime of the concurrent managers per day.

Fatal Threshold. The fatal threshold for percentage uptime. This value can be set
using the Concurrent Manager Uptime Fatal Daily (%) agent property.

Critical Threshold. The critical threshold for percentage uptime. This value can be
set using the Concurrent Manager Uptime Critical Daily (%) agent property.

Warning Threshold. The warning threshold for percentage uptime. This value can
be set using the Concurrent Manager Uptime Warning Daily (%) agent property.

Where to go next  n/a.

Technical Information

Foglight Table UptimeDaily

Collector _FG_OEBS_UPTIME_REP_DAILY
Collection Frequency Daily

Periodic Run Entry Not applicable

Rule UT - Uptime CM Daily (UT:CMD)




Rule Message

UT:CMD : Concurrent Manager Uptime for [Timestamp] was below the [Property Levell]
threshold of [Downtime percent] percent.

Action on Alert

Informational.

UT—Daily DB Downtime Estimate with Agent Selector View

Purpose

The internal uptime collector runs every five minutes and records the status of the database. The estimated
down time is calculated as the number of five minute samples. This is the duration when the database was not
available.

@ | NOTE: Foglight blackout periods do not affect the uptime calculations.

Daily Database Downtime Estimate
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Description of the View

Data Displayed Downtime. The number of minutes that the databases were not available per day.

Where to go next  n/a.

Technical Information

Foglight Table UptimeDaily

Collector _FG_OEBS_UPTIME_REP_DAILY
Collection Frequency Daily

Periodic Run Entry Not applicable

Rule Not applicable




Rule Message
Not applicable.

Action on Alert

Informational.

UT—Daily DB Uptime Percent with Agent Selector View

Purpose
The internal uptime collector runs every five minutes and records the status of the database.

The uptime is calculated as the number of five minute samples. This is the duration when the database was
available as percentage of the samples where the database was not available.

@ | NOTE: Foglight blackout periods do not affect the uptime calculations.

Daily Database Uptime
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Description of the View

Data Displayed Uptime. The percentage uptime of the databases.

Fatal Threshold. The fatal threshold for percentage uptime. This value can be set
using the Database Uptime Fatal Daily (%) agent property.

Critical Threshold. The critical threshold for percentage uptime. This value can be
set using the Database Uptime Critical Daily (%) agent property.

Warning Threshold. The warning threshold for percentage uptime. This value can
be set using the Database Uptime Warning Daily (%) agent property.

Where to go next  n/a.

Technical Information

Foglight Table UptimeDaily




Collector _FG_OEBS_UPTIME_REP_DAILY

Collection Frequency Daily

Periodic Run Entry Not applicable.
DBDailyUptime UT - Uptime DB Daily (UT:DBD)

Rule

Rule Message

UT:DBD : Database Uptime for
[Downtime percent] percent.

[Timestamp] was below the [Property Level] threshold of

Action on Alert

Informational.

UT—Monthly CM Downtime Estimate with Agent Selector
View

Purpose

The internal uptime collector runs every five minutes and records the status of the concurrent managers. The
estimated down time is calculated as the number of five minute samples. This is the duration when the
concurrent managers were not available for the prior month.

Foglight blackout periods do not affect the uptime calculations.

Monthly Database Downtime Estimate

13 hours {hri
— Downtime
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Jan 30,2009 - Mar 29,2009 19 months

Description of the View

. Downtime. The number of minutes that the concurrent managers were not
Data Displayed . .
available for the prior month.

Where to go next  n/a.



Technical Information

Foglight Table UptimeMonthly

Collector _FG_OEBS_UPTIME_REP_MONTH
Collection Frequency Monthly

Periodic Run Entry _FG_OEBS_UPTIME_REP_MONTH
Rule Not applicable

Rule Message

Not applicable.

Action on Alert

Informational.

UT—Monthly CM Uptime Percent with Agent Selector View

Purpose

The internal uptime collector runs every five minutes and records the status of the concurrent managers. The
uptime is calculated as the number of five minute samples. This is the duration when the concurrent managers
were available as percentage of the samples where the concurrent managers were not available.

@ | NOTE: Foglight blackout periods do not affect the uptime calculations.

Monthly Concurrent Manager Uptime
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Description of the View

Data Displayed Uptime. The percentage uptime of the concurrent managers for the prior month.

Fatal Threshold. The fatal threshold for percentage uptime. This value can be set
using the Concurrent Manager Uptime Fatal Monthly (%) agent property.

Critical Threshold. The critical threshold for percentage uptime. This value can be
set using the Concurrent Manager Uptime Critical Monthly (%) agent property.

Warning Threshold. The warning threshold for percentage uptime. This value can
be set using the Concurrent Manager Uptime Warning Monthly (%) agent property.

Where to go next  n/a.

Technical Information

Foglight Table UptimeMonthly

Collector _FG_OEBS_UPTIME_REP_MONTH
Collection Frequency Monthly

Periodic Run Entry _FG_OEBS_UPTIME_REP_MONTH
Rule UT - Uptime CM Monthly (UT:CMM)

Rule Message

UT:CMM : Concurrent Manager Uptime for [Month] was below the [Property Levell]
threshold of [Downtime percent] percent.

Action on Alert

Informational.

UT—Monthly DB Downtime Estimate with Agent Selector
View

Purpose

The internal uptime collector runs every five minutes and records the status of the database. The estimated
down time is calculated as the number of five minute samples. This is the duration when the database was not
available for the prior month.

@ | NOTE: Foglight blackout periods do not affect the uptime calculations.



Monthly Database Downtime Estimate
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Description of the View

. Downtime. The number of minutes that the databases were not available for the
Data Displayed prior month

Where to go next  n/a.

Technical Information

Foglight Table UptimeMonthly
Collector _FG_OEBS_UPTIME_REP_MONTH
Collection Frequency Monthly

Periodic Run Entry _FG_OEBS_UPTIME_REP_MONTH

Rule Not applicable.

Rule Message
Not applicable.

Action on Alert

Informational.

UT—Monthly DB Uptime Percent with Agent Selector View

Purpose

The internal uptime collector runs every five minutes and records the status of the database. The uptime is
calculated as the number of five minute samples. This is the duration when the database we available as
percentage of the samples where the database were not available for the prior month.



@ | NOTE: Foglight blackout periods do not affect the uptime calculations.

Monthly Database Uptime
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Description of the View

Data Displayed Uptime. The percentage uptime of the databases for the prior month.

Fatal Threshold. The fatal threshold for percentage uptime for the prior month.
This value can be set using the Database Uptime Fatal Monthly (%) agent property.

Critical Threshold. The critical threshold for percentage uptime for the prior
month. This value can be set using the Database Uptime Critical Monthly (%) agent
property.

Warning Threshold. The warning threshold for percentage uptime for the prior
month. This value can be set using the Database Uptime Warning Monthly (%)
agent property.

Where to go next  n/a.

Technical Information

Foglight Table UptimeMonthly

Collector _FG_OEBS_UPTIME_REP_MONTH

Collection Frequency Monthly

Periodic Run Entry _FG_OEBS_UPTIME_REP_MONTH

Rule DBMonthlyUptime - Uptime DB Monthly (UT:DBM).

Rule Message

UT:DBM : Database Uptime for [Timestamp] was below the [Property Level] threshold of
[Downtime percent] percent.



Action on Alert

Informational.

WF—Workflow Views

The OEBDatabase Agent includes the following workflow views:
e WF—Long Running Workflows with Agent Selector View
» WF—Overdue Notifications with Agent Selector View
» WF—Purge Estimates with Agent Selector View
 WF—Run Times with Agent Selector
e WF—Workflow Items Deferred (Threshold) with Agent Selector View
e WF—Workflow Items Error (Threshold) with Agent Selector View
e WF—Workflow Items Notified (Threshold) with Agent Selector View
e WF—Workflow Items Stuck (Threshold) with Agent Selector View
« WF—Workflow Items Timeout (Threshold) with Agent Selector View
 WF—Workflow Mail Items Waiting (Threshold) with Agent Selector View
e WF—Workflows (Threshold) with Agent Selector View

WF—Long Running Workflows with Agent Selector View

Purpose

A long running workflow is any workflow active longer than the historical average plus three (3) standard
deviation of workflows of the same workflow type.

When presented with the Foglight message:
 WF:001 [Time Stamp] : X long running workflows have been detected
This means Foglight has detected one or more long running workflows.
Use the WF - Long running workflows view to obtain more information on the long running workflows.

If you do not want a particular workflow to be included in the long running check, add the workflow to the
agent property Long Running Workflow Exclusion List. Once added, the workflow is no longer be reported as
long running.

EndTime « e Sems Wi | Wi Workflow Key ‘workflow Start Current Run Average Run Alarm Threshold

Date (Days) (Days) (Days)
3/18/09 7:06 AM (1\,8\;:5“09 DPPROY gr':o'vc'g:slggme”t }ggg‘l"lso\’oco'? ?;;22”'01 2,904 d 150d 1924
318/09 7:06 AM (1\,8\;:5“09 SDPPROY gr':o'vc'g:slggme”t }ggg?i\gol_os ?;;22”'01 2,904 d 150d 192d
3/18/09 7:06 AM (1\,8\;:5“09 DPPROY gr':o'vc'g:slggme”t }ggg?iLoIoNoEs_ ?;;22”'01 2,904 d 150d 1924
3/18/09 7:06 AM (1\,8\;:5“09 DPPROY gr':o'vc'g:slggme”t }gggé'”'”“' ?;;’;‘?Dr'm 2,904 d 150d 1924

18-Mar-09 YDPPROY SFM Fulfillment 10004-MATN- 04-Apr-01

3/18/09 7:06 AM tived) EEEe=s 10005 1722

2,904 d 150d 192d



Description of the View

Data Displayed EndTime. The end time, using application server time.

Time Stamp. The date and time the long running workflow is detected—application
server time.

Workflow. Internal workflow name.

Workflow Name. Workflow display name.

Workflow Key. The workflow key.

Workflow Start Date. The date the workflow commenced.

Current Run (Days). The number of days the workflow is active.

Average Run (Days). The historical average number of days for the workflow.

Alarm Threshold (Days). The number of days that must pass before the alarm is
raised.

Where to go next  n/a.

Technical Information

Foglight Table LongRunningWorkflows
Collector _FG_OEBS_WF_LONG_RUNNING
Collection Frequency Daily
Periodic Run Entry _FG_OEBS_WF_LONG_RUNNING
Rule Not applicable

Technical

Workflows are only included in historical averages when they conform to the following workflow property
settings:

e Limit to Workflows Completed in Last X months
« Minimum Average Workflows Runtime (Days)
e Minimum Workflows

That is, a workflow is included in historical averages where more than [Minimum Workflows] workflows of type
have completed in the last [Limit to Workflows Completed in Last X months] months and the workflow has a
minimum runtime of [Minimum Average Workflows Runtime (Days)] days.

WF—Overdue Notifications with Agent Selector View

Purpose

An Overdue notification is any workflow notification sent to an assigned user or role where the notification has
not been acknowledged and the notifications due date has passed.

When presented with the Foglight message:
« WF:002 [Time Stamp] : X users with overdue workflow notifications has been detected
This means Foglight has detected one or more users have over due notifications.

The Workflow agent property Overdue Notices Grace (days) allows for a number of “grace” days once the
notification date has passed before the notification is considered overdue.



EndTime « Time Skamp Assigned User Cwerdue Items  Average Owverdue Days  Maximum Overdue Days

3/18/09 7:09 AM 18-Mar-09 {Wed) TLASHER 4 gad gad
3/18/09 7:09 AM 18-Mar-09 {Wed)  JPETERMARN 1 27d 27d
3/18/09 7:09 A4M 18-Mar-09 {Wed)  MKTMGR 1 6ld 6ld
3/18/09 7:09 AM 18-Mar-09 {Wed) EBUSINESS 2 60d 60d
3/18/09 7:09 AM 18-Mar-09 (Wed)  COMNMGR 1 6ld 6ld
3/18/09 7:09 AM 18-Mar-09 {Wed) RCULLEN 4 27d 27d
3/18/09 7:09 4M 18-Mar-09 {Wed) GRAINGER 1 5d 5d

3/16/09 7:09 4M 18-Mar-09 (Wed) EIP 1 sd sd

Description of the View
Data Displayed EndTime. The end time, using application server time.

Time Stamp. The date and time the overdue notification is detected—application
server time.

Assigned User. The assigned user or role.
Overdue Items. The number of overdue notifications.

Average Overdue Days. The average number of overdue days for all overdue
notifications.

Maximum Overdue Days. The maximum number of overdue days for all overdue
notifications.

Where to go next  n/a.

Technical Information

Foglight Table OverdueWorkflowNotices
Collector _FG_OEBS_WF_OVERDUE_S
Collection Frequency Daily

Periodic Run Entry _FG_OEBS_WF_OVERDUE_S
Rule Not applicable

Action on Alert
Use the following Toad report to list all the overdue notifications for the user.

e Report: QUEST FOGLIGHT OEBS V5 > Workflow > Workflow Overdue Notifications.

WF—Purge Estimates with Agent Selector View

Purpose
A purgeable workflow is any workflow where all workflow items have a status of “Completed”.
When presented with the Foglight message:

 WF:003 [Time Stamp] : X workflow/s have been identified as possible candidates for purging
This means Foglight has detected one or more workflows suitable for purging.

If you do not want a particular workflow to be excluded from the purge estimate, then add the workflow to the
agent property Purge Estimates Exclusion List. Once added, the workflow is no longer reported.



EndTime « Time Stamp  Workflow  Workflow Mame  Persistance Type  Workflow Count  Purge Estimate  Purge Estimate Percentage

31a/i09 711 AM  nfa OAM_BE nja nja nja nja nja
31a/i09 711 AM  nfa ASKSLASYW nfa nja nja nja nja
31a/i09 711 AM  nfa WFERROR  nfa nja nja nja nja
FMFI09&12PM nfa OAM_BE nja nja nja nja nja
FMFI09&12PM nfa ASKSLASYW nfa nja nja nja nja
FMFI09&12PM nfa WFERROR  nja nja nja nja nja
36098 12PM  nfa OAM_BE nja nja nja nja nja
36098 12PM  nfa ASKSLASYW nfa nja nja nja nja
36098 12PM  nfa WFERROR  nfa nja nja nja nja

Description of the View

Data Displayed EndTime. The end time, using application server time.

Time Stamp. The date and time the purge estimate is detected—application server
time.

Workflow. Internal workflow name.

Workflow Name. Workflow display name.

Persistence Type. The persistence type of the workflow.
Workflow Count. The total number of active workflows.

Purge Estimate. The estimated number of purgeable workflows.

Purge Estimate Percentage. The estimated purgeable as a percentage of the total
number of workflows of the workflow type.

Where to go next  n/a.

Technical Information

A workflow is only included in the purge alert where the persistence type = [Purge Estimate Persistence Type]
and there are more than [Purge Estimate Minimum Workflows] and the percentage purgeable is greater than
[Purge Estimate Minimum Percentage].

WF—Run Times with Agent Selector

Purpose
The workflow runtime collector collects, on a monthly basis, the runtimes for all completed workflows.

EndTime « Time Stamp  Workflow  Workflow Mame Sample Size Minimum Days Average Days Maximum Days Standard Deviation Days

318/09 7115 4M nja WFERRCR  nfa nja nja nja nja nja
318/09 7115 4M nja XDPWFSTD nfa nja nja nja nja nja
318/09 7115 4M nja ASKSLASW nfa nja nja nja nja nja
318/09 7115 4M nja ¥DPPROV  nfa nja nja nja nja nja
318/09 7115 4M nja CS_KE_WF nfa nja nja nja nja nja
318/09 7115 4M nja QEQL nja nja nja nja nja nja
FMFI09E12PM nja WFERRCR  nfa nja nja nja nja nja

Description of the View

Data Displayed EndTime. The end time, using application server time.
Time Stamp. The date and time of the runtime—using application server time.
Workflow. Internal workflow name.
Workflow Name. Workflow display name.
Sample Size.The size of the sample.



Minimum Days.The minimum number of days.

Average Days. The average number of days.

Maximum Days. The maximum amount of days.

Standard Deviation Days. The standard deviation of days.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowRuntimeHistory
Collector _FG_OEBS_WF_ITEM_ACTIVITY
Collection Frequency Monthly

Periodic Run Entry Not applicable

Rule Not applicable

Rule Message
Not applicable

Action on Alert

Informational.

WF—Workflow Items Deferred (Threshold) with Agent
Selector View

Purpose
The workflow items deferred monitor displays the number of workflow items with a status of deferred.

Worldlow hems - Deferred

...................................................................................................................................... thousand (k)
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Mar 8, 2009 - Mar 15, 2009 7.0 days



Description of the View

Data Displayed Deferred Items. The number of workflow items with a status of deferred.

Fatal Threshold. The fatal threshold for the number of deferred workflow items.
This value can be set using the Deferred Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of deferred workflow
items. This value can be set using the Deferred Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of deferred workflow
items. This value can be set using the Deferred Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collector _FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequencyl 5 Minutes

Periodic Run Entry Not applicable

Rule WorkflowDeferred - Workflow Items Deferred (Property) (WF:D)

Rule Message

WF:D : The number of DEFERRED workflow items has exceeded the Property [Alert Level]
threshold of [Alert Value].

Action on Alert

A sharp rise in the number of deferred workflows could indicate that the workflow background process has
encountered an error or is not running, or a background process is running but not processing some or all
deferred items.

To monitor for the existence of the workflow background processes, add the workflow background process
program to the HealthCheck Program Watch List through the Property screen.

Click on the Edit button located on the right side of Program Watch List. In the next screen that pops up, set the
Check Exists value to Yes.

WF—Workflow Items Error (Threshold) with Agent Selector
View

Purpose

The error workflow items monitor displays the number of workflow items with a status of error.



Worldlow hems - Error

1 (k)
—Error ltems
LK Fatal Threshald
— Critical Threshold
Warning Threshaold

0
Sun 08 Mon 09 Tue 180 Wed 11 Thul2 Fril3 Sat 14 Sun 15
Mar 8, 2009 - Mar 15, 2009 7.0 days

Description of the View

Data Displayed Error Items. The number of workflow items with a status of error.

Fatal Threshold. The fatal threshold for the number of error workflow items. This
value can be set using the Error Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of error workflow items.
This value can be set using the Error Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of error workflow
items. This value can be set using the Error Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collector _FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequency 15 Minutes

Periodic Run Entry Not applicable

Rule WorkflowError - Workflow Items Error (Property) (WF:E)

Rule Message

WF:E : The number of ERROR workflow items has exceeded the Property [Alert Levell]
threshold of [Alert Value].

Action on Alert

A sharp rise in the number of faulty workflow items should be investigated as soon as possible as it may indicate
a larger problem.



WF—Workflow Items Notified (Threshold) with Agent
Selector View

Purpose
The notified workflow items monitor displays the number of workflow items with a status of notified.

Worldlow hems - Notified
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Description of the View

Data Displayed Notified Items. The number of workflow items with a status of notified.

Fatal Threshold. The fatal threshold for the number of notified workflow items.
This value can be set using the Notified Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of notified workflow
items. This value can be set using the Notified Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of notified workflow
items. This value can be set using the Notified Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collecto r_FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequency 15 Minutes

Periodic Run Entry Not applicable

Rule WorkflowNotified - Workflow Items Notified (Property) (WF:N)

Rule Message

WF:N : The number of NOTIFIED workflow items has exceeded the Property [Alert Level]
threshold of [Alert Value].



Action on Alert

A sharp rise in the number of notified workflow items could indicate that the workflow mailer service has
encountered an issue or a number of notifications are not being answered by the users. These should be
investigated as soon as possible as it may indicate a larger problem.

WF—Workflow Items Stuck (Threshold) with Agent Selector
View

Purpose
The stuck workflow items monitor displays the number of workflow items with a status of stuck.

Worldlow Hems - Stuck
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Description of the View

Data Displayed Stuck Items. The number of workflow items with a status of stuck.

Fatal Threshold. The fatal threshold for the number of stuck workflow items. This
value can be set using the Stuck Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of stuck workflow items.
This value can be set using the Stuck Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of stuck workflow
items. This value can be set using the Stuck Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collector _FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequency 15 Minutes

Periodic Run Entry Not applicable

Rule WorkflowStuck - Workflow Items Stuck (Property) (WF:S)




Rule Message

WF:S : The number of STUCK workflow items has exceeded the Property [Alert Levell]
threshold of [Alert Value].

Action on Alert

A rise in the number of stuck workflows could indicate that the workflow background process, set to clear the
stuck items, has encountered an error or is not running, or a background process is running, but not processing
some or all stuck items.

WF—Workflow Items Timeout (Threshold) with Agent
Selector View

Purpose
The timeout workflow items monitor displays the number of workflow items with a status of timeout.

Worldlow Hems - Timeout
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Description of the View

Data Displayed Timeout Items. The number of workflow items with a status of timeout.

Fatal Threshold. The fatal threshold for the number of timeout workflow items.
This value can be set using the Timeout Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of timeout workflow
items. This value can be set using the Timeout Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of timeout workflow
items. This value can be set using the Timeout Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collector _FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequency 15 Minutes




Periodic Run Entry Not applicable

Rule WorkflowTimeout - Workflow Items Timeout (Property) (WF:T)

Rule Message

The number of TIMEOUT workflow items has exceeded the Property [Alert Level]
threshold of [Alert Value].

Action on Alert

A rise in the number of stuck workflows could indicate that the workflow background process, set to clear the
timeout items, has encountered an error or is hot running, or a background process is running but not processing
some or all timeout items.

WF—Workflow Mail Items Waiting (Threshold) with Agent
Selector View

Purpose

The workflow mail items monitor displays the number of workflow items with a mail status of “MAIL” and has a
valid associated workflow in the main workflow table of WF_Item_Activity_Statuses.
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Description of the View

Mail Items Waiting. The number of workflow items with a status of mail items
waiting.

Fatal Threshold. The fatal threshold for the number of mail waiting workflow
items. This value can be set using the Mail Items Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of mail waiting workflow
items. This value can be set using the Mail Items Critical Threshold agent property.

Data Displayed



Warning Threshold. The warning threshold for the number of mail waiting
workflow items. This value can be set using the Mail Items Warning Threshold
agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collector _FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequency 15 Minutes

Periodic Run Entry Not applicable

Rule WorkflowMail - Workflow Mail Items Waiting (Property) WF:MI)

Rule Message

WF:MI : The number of workflow items waiting to be sent has exceeded the Property
[Alert Level] threshold of [Alert Valuel].

Action on Alert

A sharp rise in the number of mail workflow items could indicate that the workflow mailer process has
encountered an error or has stopped. Identifying the cause is dependant on the version of OEBS.

The workflow mailer process has changed considerably between OEBS versions. The workflow mailer in its first
version was an OS process. It then became a concurrent program and is currently a concurrent manager.

WF—Workflows (Threshold) with Agent Selector View

Purpose
The workflows monitor displays the total number of workflows in the OEBS application.
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Description of the View

Data Displayed Workflows. The total number of workflows in the OEBS application.

Fatal Threshold. The fatal threshold for the number of workflows. This value can
be set using the Workflow Fatal Threshold agent property.

Critical Threshold. The critical threshold for the number of workflows. This value
can be set using the Workflow Critical Threshold agent property.

Warning Threshold. The warning threshold for the number of workflows. This
value can be set using the Workflow Warning Threshold agent property.

Where to go next  n/a.

Technical Information

Foglight Table WorkflowltemActivity

Collector _FG_OEBS_WF_ITEM_ACTIVITY

Collection Frequency 15 Minutes

Periodic Run Entry Not applicable

Rule WF - Active Workflows (Property) (WF:Property)

Rule Message

WF:S : The number of workflows have exceeded the Property [Alert Level] threshold of
[Alert Value].

Action on Alert

A rise in the number of workflows generally indicates an overall increase in business activity.

Rules

The Cartridge for Oracle E-Business Suite includes some built-in rules that monitor the health of your
application server environment. In this guide, the description of the rules are organized into a table.

Cartridge for Oracle E-Business Suite Rules Table

The following rules exist in the Foglight cartridge for OEB:

Rule Description

ActiveAccounts Alerts if the number of active application accounts exceed
thresholds.

AgentMessages Accesses the agent’s AgentMessages table to raise or clear alerts to

the Foglight Administrator. This rule should not be modified unless
instructed by Dell Support.

CMAvailability The availability of the Concurrent Manager.

CMDailyUptime Uptime of the Concurrent Manager, per day.




Rule

Description

CMMonthlyUptime

Uptime of the Concurrent Manager, per month.

CompletedError

Alerts if the number of completed requests, in a state of error,
exceed thresholds.

CompletedPrograms

Alerts on the watched programs as they complete.

CompletedTotal

Alerts if the total number of completed requests exceed thresholds.

CompletedTotalBL

Alerts if the total number of completed requests exceed a baselined
range (baseline).

CompletedWarning

Alerts if the number of completed requests, in a state of warning,
exceed thresholds.

Concurrent_Requests

Example for reporting on the FND_CONCURRENT_REQUESTS table
growth in the ObjectMonitor sample.

DBDailyUptime

Uptime of the database, per day.

DBMonthlyUptime

Uptime of the database, per month.

DuplicateRequests

Alerts if the agent detects a user submitting redundant requests.

FSIntradaySessions

Alerts if the full-service session count for the day exceeds
thresholds.

FSIntradaySessionsBL

Alerts if the full-service session count for the day exceeds a baseline
range (baseline).

FSSessionCount

Alerts if the number of full-service sessions exceed thresholds.

HealthCheck Report any general application health issues.

LogAndOutSpace Alerts if the total size of all reports' log and out space exceeds
thresholds.

LogAndOutSpaceBL Alerts if the total size of all reports' log and out space exceeds a

baseline range (baseline).

LongRunningRequests

Alerts if requests are taking an unusually long time to complete.

MaintenanceMode

Alerts if the application goes into maintenance mode.

OAMMessages

Messages from the Oracle Application Manager.

PendingCountByManager

Alerts if the number of pending requests for a manger exceed
thresholds.

PendingErrorCount

Alerts if the total number of 'pending error' requests exceed
thresholds.

PendingNormalCount

Alerts if the total number of ‘pending normal’ requests exceed
thresholds.

ResponseTime

Alerts if the application's response time exceeds a threshold.

ResponseTimeBL

Alerts if the application's response time exceeds a baseline range.

RunningPrograms

Alerts on the watched programs as they are running.

SSIntradayPages

Alerts if the self-service page count for the day exceeds thresholds.

SSIntradayPagesBL

Alerts if the self-service page count for the day exceeds a baselined
range (baseline).




Rule

Description

SSIntradaySessions

Alerts if the self-service session count for the day exceeds
thresholds.

SSIntradaySessionsBL

Alerts if the self-service session count for the day exceeds a baseline
range (baseline).

SSPageRate

Alerts if the self-service page growth rate exceeds thresholds.

SSSessionCount

Alerts if the self-service session count exceeds thresholds.

WFMAvailability

The availability of the Workflow Mailer.

WorkflowCount

Alerts if the number of active workflows exceed thresholds.

WorkflowDeferred

Alerts if the number of deferred workflows exceed thresholds.

WorkflowError

Alerts if the number of error workflows exceed thresholds.

WorkflowMail Alerts if the number of workflow mail items exceed thresholds.
WorkflowNotified Alerts if the number of notified workflows exceed thresholds.
WorkflowStuck Alerts if the number of stuck workflows exceed thresholds.

WorkflowTimeout

Alerts if the number of timeout workflows exceed thresholds.

Data

This chapter details the data tables available with the Cartridge for Oracle E-Business Suite. The collections
data is not viewable from Foglight for Oracle E-Business Suite.

The cartridge uses the following tables:
= AccountActivity
* ActiveAccounts
= AgentMessages
« ApplicationConfiguration
* ApplicationResponseTime
= ApplicationResponseTimeHistory
< Availability
 CompletedProgramWatcher
 CompletedRequests
e CompletedRequestsHistory
* DuplicateRequests
« FullServiceActivity
= FullServiceActivityAccumulative
« FullServiceHistory
* HealthCheck
e LongRunningRequests
* LongRunningWorkflows

* OAMMessages



= ObjectMonitor

* OverdueWorkflowNotices

* RequestLogAndOutSpace

e RequestLogAndOutSpaceHistory
= RunningAndPendingRequests

* RunningAndPendingRequestsByManager
* RunningProgramWatcher

« SelfServiceActivity

« SelfServiceActivityAccumulative
« SelfServiceHistory

« SelfServiceLimitCheck

e UptimeDaily

e UptimeMonthly

* WorkflowltemActivity
 WorkflowPurgeEstimates

 WorkflowRuntimeHistory

AccountActivity

This data table reports on the activity of the application users’ accounts.

Field Description

BlankColumn An internal Foglight column.

FsSessions The number of full-service sessions.

SsSessions The number of self-service sessions.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
TotalSessions The total number of sessions.

ActiveAccounts

This data table reports on the currently active accounts.

Field

Description

ActiveAccounts

The number of active accounts.

ActiveAccounts

The number of active accounts.

AspWarningLevel

The user-defined warning level from the properties of the agent.

BlankColumn

An internal Foglight column.

SeverityLevel

Time

The Foglight server time that this row was collected.




Field

Description

TimeStamp

The date/time of this record, as it relates to the application.

AgentMessages

The AgentMessages table is used by the agent to report internal successes/failures/exceptions to the Foglight

Administrator. Refer to the AgentMessages rule.

ApplicationConfiguration

Report application configuration information, such as version numbers and if the instance the agent is

connecting to is part of a RAC cluster.

Field

Description

BlankColumn

An internal Foglight column.

Build

The third significant number in the application version.

DatabaseGlobalName

The global database name of the instance to which the agent is
connected.

DatabaseName

The database name of the instance to which the agent is we are
connected.

DatabaseRole

The role in which the database is set.

DatabaseUniqueName

The unique database name of the instance to which the agent is
connected.

Major The first significant digit of the application version.
Minor The second significant digit of the application version.
Patch The fifth significant digit of the application version.
RAC The agent running in a RAC environment?

Time The Foglight server time that this row was collected.
Version The fourth significant digit of the application version.

VersionString

A string representation of the whole application version number.

ApplicationResponseTime

This sample allows the user to pick a consistent job within the application, and monitor that to track the
general response time of the application. Thresholds can also be entered in the agent’s properties for alarm
purposes.

@ | NOTE: The frequency of this sample is restricted by schedule of the job within the application. This
sample does not return any rows to Foglight if the job being monitored has not executed between its last
sample period.

Field Description

AspCriticalThresholdSeconds The user-defined critical level from the properties of the agent.




Field

Description

AspFatalThresholdSeconds

The user-defined fatal level from the properties of the agent.

AspSeverity

The severity of this record, based on the agent property
thresholds.

AspWarningThresholdSeconds

The user-defined warning level from the properties of the agent.

BlAverageSeconds

From an agent baseline calculation.

BIMaximumSeconds

From an agent baseline calculation.

BIMinimumSeconds

From an agent baseline calculation.

BlSeverity

The severity of this record, based on the baseline calculation.

BIStdDeviationSeconds

BIWarningThresholSeconds

BlankColumn

An internal Foglight column.

MonitoredProgram

ResponseTimeSeconds

The number of seconds the specified job is taking to complete.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

ApplicationResponseTimeHistory

The history of the response time of the application on a per day basis.

Field

Description

AvgResponseTimeSeconds

The average response time.

BlankColumn

An internal Foglight column.

MaxResponseTimeSeconds

The maximum response time.

MinResponseTimeSeconds

The minimum response time.

SampleSize

The number of samples user in the calculation.

StddevResponseTimeSeconds

From an agent baseline calculation.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

Availability

This data table reports on the availability of key components of the application.

Field Description

BlankColumn An internal Foglight column.
CmSeverity Informational or Fatal.
CmStatus Zero percent or 100 percent.




Field

Description

MmSeverity Informational or Fatal.

MmStatus Zero percent or 100 percent.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.

WfMailerSeverity

Informational or Fatal.

WfMailerStatus

Zero percent or 100 percent.

CompletedProgramWatcher

This sample monitors a list of user-defined programs and reports on them once they complete.

Field Description

ActualCompletionDate When did the watched program complete?
BlankColumn An internal Foglight column.

CompletionText What was the completion text?

ProgramName The name of the program watched.

RequestID The identifier of the program watched.
RequestStatus The status of the watched program.

RequestedBy Who requested the watched program?

Severity Informational, Warning, Critical or Fatal.

Time The Foglight server time that this row was collected.
TimeStamp The date and time of this record, as it relates to the application.
CompletedRequests

This data table reports on all the requests that complete between samples.

Field

Description

AspErrorCriticalThreshold

The user-defined threshold from the agent properties.

AspErrorFatalThreshold

The user-defined threshold from the agent properties.

AspErrorWarningThreshold

The user-defined threshold from the agent properties.

AspSeverityCompletedError

Informational, Warning, Critical or Fatal.

AspSeverityCompletedTotal

Informational, Warning, Critical or Fatal.

AspSeverityCompletedWarningl

Informational, Warning, Critical or Fatal.

AspTotalCritical Threshold

The user-defined threshold from the agent properties.

AspTotalFatalThreshold

The user-defined threshold from the agent properties.

AspTotalWarningThreshold

The user-defined threshold from the agent properties.




Field

Description

AspWarningCriticalThreshold

The user-defined threshold from the agent properties.

AspWarningFatalThreshold

The user-defined threshold from the agent properties.

AspWarningWarningThreshold

The user-defined threshold from the agent properties.

BlAverageTotal

A baseline calculation.

BIMaximumTotal

A baseline calculation.

BIMinimumTotal

A baseline calculation.

BlSeverity

Informational or Warning.

BIStdDeviationTotal

A baseline calculation.

BlWarningThresholdTotal

The user-defined threshold from the agent properties.

BlankColumn

An internal Foglight column.

CompletedCancelled

The number of requests cancelled.

CompletedError

The number of requests in error.

CompletedFsg

The number of completed FSG requests.

CompletedNormal

The number of normally completed requests.

CompletedTerminated

The number of requests terminated.

CompletedTotal

The total number of completed requests.

CompletedWarning

The number of requests completed with warning.

Time

The Foglight server time that this row was collected.

TimeStamp

CompletedRequestsHistory

An historical summary of all completed requests on a per day basis.

Field

Description

BlankColumn

An internal Foglight column.

CompletedCancelled

The number of requests cancelled.

CompletedError

The number of requests that completed in error.

CompletedFsg

The number of completed FSG requests.

CompletedNormal

The number of requests that completed.

CompletedTerminated

The number of requests terminated.

CompletedWarning

The number of requests that completed with warning.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

TotalCompleted

The total number of completed requests.

TotalProcessingDdHhMm

The total amount of processing time.

The date/time of this record, as it relates to the application.



Field Description

TotalProcessingHours The total amount of processing time.

DuplicateRequests

The sample reports on all requests that have been submitted more than once by the same user. This allows for
the easy identification of redundant request processing.

Field Description
ArgumentText The arguments to the duplicate request.
BlankColumn An internal Foglight column.

DuplicateCount The number of times it is currently duplicated.

ProgramName The name of the program.

SeverityLevel Informational, Warning, Critical or Fatal.

Time The Foglight server time that this row was collected.

TimeStamp The date/time of this record, as it relates to the application.

UserName The user who submitted the requests.

FullServiceActivity

This data table reports on the full-service activity of the application.

Field Description

AspSessionCriticalLevel

The user-defined threshold from the agent properties.

AspSessionFatalLevel

The user-defined threshold from the agent properties.

AspSessionWarningLevel

The user-defined threshold from the agent properties.

AspSeveritySessions

Informational, Warning, Critical or Fatal.

BlSessionAverage

A baseline calculation.

BlSessionMaximum

A baseline calculation.

BlSessionWarning

A baseline calculation.

BlSeverity

Informational or Warning.

BlankColumn

An internal Foglight column.

SessionCount

The number of sessions.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

FullServiceActivityAccumulative

This sample, like FullServiceActivity, reports on an application’s full-service processing, however, it also

summarizes the values for the day.



Field Description
AspSessionCritical The user-defined threshold from the agent properties.
AspSessionFatal The user-defined threshold from the agent properties.
AspSessionWarning The user-defined threshold from the agent properties.
AspSeveritySessions Informational, Warning, Critical or Fatal.
BISessionMaximum A baseline calculation.
BlSessionStddev A baseline calculation.
BlSessionWarning Informational or Warning.
BlSeverity Informational or Warning.
BlankColumn An internal Foglight column.
DistinctAccounts
SessionCount The number of sessions.
Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
FullServiceHistory
An historical summarization, on a daily basis.
Field Description
BlankColumn An internal Foglight column.
DistinctUsers The number of distinct users.
SessionCount The number of sessions.
Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.

HealthCheck

This sample performs several checks throughout the day, and reports on any general application issues that
need attention.

Field Description

AlertIDLongRunningRequests A unique identifier for the alert raised.

BlankColumn An internal Foglight column.

Details The message to display in the alert.

Severity Information, Warning, Critical or Fatal.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.




LongRunningRequests

This data table reports on requests that are running for a long time.

Field

Description

ActualRuntimeMinutes

The number of minutes the request has been running.

AlarmMinutes:

The user-defined threshold from the agent properties.

AvgMinutes

The average number of minutes this request takes.

BlankColumn

An internal Foglight column.

ProgramName The name of the program.
Requestld The ID of the programs requestor.
RequestedBy The name of the programs requestor.
Severity Informational, Warning, Critical or Fatal.
Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
LongRunningWorkflows
This data table reports on workflows that are taking a long time.
Field Description
AlarmAfterDay The user-defined threshold from the agent properties.
AverageRunDays What is the average days this workflow takes to complete?
BlankColumn An internal Foglight column.
CurrentRunDays How many days has this workflow been running?
Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.

WfDisplayName

Workflow display name.

WfKey A unique identifier for the workflow.
WfName The name of the workflow.
WfStartDate The start date/time of the workflow.

OAMMessages

This sample reports the messages from Oracle Application Manager.

Field Description
BlankColumn An internal Foglight column.
OamCategory The category for the OAM message.

OamMessageCount

The count of messages.




Field Description

OamMessageText The text of the message.

OamSeverity The severity, as it is to OAM.

Severity Informational, Warning, Critical or Fatal.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.

ObjectMonitor

This sample allows the user to enter a user-defined list of Oracle objects to monitor for growth. The user is
expected to create their own custom views and rules based on this collected data.

Field Description

AspWarningRows The user-defined threshold from the agent properties.

BlankColumn An internal Foglight column.

ObjectName The name of the object.

ObjectOwner The owner of the object.

ObjectRowCount The number of rows of the object.

ObjectSeverity Informational, Warning, Critical or Fatal.

ObjectType What type is the object?

RowsPerDayLT A calculated average, based on long-term figures. This value becomes
more accurate, the longer the agent runs.

Time The Foglight server time that this row was collected.

TimeStamp The date/time of this record, as it relates to the application.

OverdueWorkflowNotices

This data table reports on workflow notices that are now overdue

Field Description

AssignedUser The user currently assigned to this workflow.
AverageOverdueDays The average overdue number of days.

BlankColumn An internal Foglight column.

MaximumOverdueDays The maximum number of days this workflow is allowed to reach.
Overdueltems The number of overdue items in this workflow.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.




RequestLogAndQOutSpace

This sample monitors log and out space on the server.

Field

Description

AspSeverity

The user-defined threshold from the agent properties.

AspTotalMbCritical

The user-defined threshold from the agent properties.

AspTotalMbFatal

The user-defined threshold from the agent properties.

AspTotalMbWarning

The user-defined threshold from the agent properties.

BlAvgValue A baseline calculation.
BlMaxValue A baseline calculation.
BIMinValue A baseline calculation.
BlSeverity Informational or Warning.
BIStddev A baseline calculation.

BlWarningLevelMb

A baseline calculation.

BlankColumn

An internal Foglight column.

FgKey A unique identifier. Internal to Foglight.

LogFileMb The number of log file megabytes.

OutFileMb The number of out file megabytes.

RequestCount The count of requests.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
TotalMb The total number megabytes.

RequestLogAndOutSpaceHistory

An historical view of log and out space, on a per day basis.

Field Description

BlankColumn An internal Foglight column.

LogFileMb The number of log file megabytes.

OutFileMb The number of out file megabytes.

RequestCount The number of requests.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
TotalMb The total number megabytes.




RunningAndPendingRequests

This sample reports on the running and pending requests in the application.

Field

Description

AspSeverityPendError

The user-defined threshold from the agent properties.

AspSeverityPending

The user-defined threshold from the agent properties.

AspTotalPendErrorCritical

The user-defined threshold from the agent properties.

AspTotalPendErrorFatal

The user-defined threshold from the agent properties.

AspTotalPendErrorWarning

The user-defined threshold from the agent properties.

AspTotalPendingCritical

The user-defined threshold from the agent properties.

AspTotalPendingFatal

The user-defined threshold from the agent properties.

AspTotalPendingWarning

The user-defined threshold from the agent properties.

BlankColumn

An internal Foglight column.

on holdCount

The number of requests on hold.

PendingCount

The number of requests in a pending state.

PendingErrorCount

The number of requests in a pending-error state.

RunningCount

The number of requests running.

ScheduledCount

The number of requests scheduled.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

TotalPending

The number of requests pending.

RunningAndPendingRequestsByManager

This sample summarizes the running and pending requests processed in the application, and groups them on the
Concurrent Manager that processes them.

Field

Description

BlankColumn

An internal Foglight column.

ManagerName

The name of the manager.

MaxProcesses

The maximum number of processes.

PendingAlarmLevel

The user-defined threshold from the agent properties.

PendingCount

The number of requests in a pending state.

RunningAlarmLevel

The user-defined threshold from the agent properties.

RunningCount

The number of requests running.

SeverityPending

Informational, Warning, Critical or Fatal.

SeverityRunning

Informational, Warning, Critical or Fatal.

Time

The Foglight server time that this row was collected.




Field Description

TimeStamp The date/time of this record, as it relates to the application.

RunningProgramWatcher

This sample allows the user to identify a user-defined list of programs to watch, then monitors them.

Field Description

ActualStartDate The start date/time of the watching program.
BlankColumn An internal Foglight column.

ProgramName The name of the program being watched.

RequestID The request identifier of the watched program.
RequestStatus The status of the watched program.

RequestedBy Who requested it?

RequestedStartDate The requested start date/time.

Severity Informational, Warning, Critical or Fatal.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.

SelfServiceActivity

This data table reports on the self-service activity in the application.

Field Description

AspPageRateCriticalLevel The user-defined threshold from the agent properties.

AspPageRateFatalLevel The user-defined threshold from the agent properties.

AspPageRateWarningLevel The user-defined threshold from the agent properties.

AspSessionCriticalLevel The user-defined threshold from the agent properties.

AspSessionFatallLevel The user-defined threshold from the agent properties.

AspSessionWarningLevel The user-defined threshold from the agent properties.

AspSeverityPageRate A calculated rate.

AspSeveritySessions Informational, Warning, Critical or Fatal.

BlSessionAverage

A baseline calculation.

BlSessionMaximum

A baseline calculation.

BlSessionWarning

A baseline calculation.

BlSeverity

Informational or Warning.

BlankColumn

An internal Foglight column.

PageRatePerMinute

A calculated rate.




Field Description

SessionCount The number of sessions.

Time The Foglight server time that this row was collected.

TimeStamp The date/time of this record, as it relates to the application.

SelfServiceActivityAccumulative

This sample accumulates metrics for the self-service activity for the day.

Field Description
AspPageCritical The user-defined threshold from the agent properties.
AspPageFatal The user-defined threshold from the agent properties.

AspPageWarning

The user-defined threshold from the agent properties.

AspSessionCritical

The user-defined threshold from the agent properties.

AspSessionFatal

The user-defined threshold from the agent properties.

AspSessionWarning

The user-defined threshold from the agent properties.

AspSeverityPages

Informational, Warning, Critical or Fatal.

AspSeveritySessions

Informational, Warning, Critical or Fatal.

BlPageAverage

A baseline calculation.

BlPageMaximum

A baseline calculation.

BlPageStddev

A baseline calculation.

BlPageWarning

Informational or Warning.

BlSessionAverage

A baseline calculation.

BlSessionMaximum

A baseline calculation.

BlSessionStddev

A baseline calculation.

BlSessionWarning

Informational or Warning.

BlSeverityPages

A baseline calculation.

BlSeveritySessions

Informational or Warning.

BlankColumn

An internal Foglight column.

DistinctAccounts

The number of distinct accounts.

PageCount

The number of pages.

SessionCount

The number of sessions.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.




SelfServiceHistory

An historical summarization of the self-service activity, on a per day basis.

Field

Description

BlankColumn

An internal Foglight column.

DistinctUsers

The number of distinct users.

PageRequests

The number of page requests.

SessionCount

The number of sessions.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

SelfServiceLimitCheck

This sample is designed to alert with self-service jobs exceed user-defined limits.

Field

Description

AspMinutesOfSessionLimit

The user-defined threshold from the agent properties.

AspPageLimitPercent

The user-defined threshold from the agent properties.

BlankColumn

An internal Foglight column.

LastConnectTime

The Foglight server time that this row was collected.

LimitType

What limit was hit?

SessionHours

The number of hours the session has been active.

SessionHoursLimit

The user-defined threshold from the agent properties.

SessionPageLimit

The user-defined threshold from the agent properties.

SessionPages

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
UserName The connected user.

UptimeDaily

A summarization of the uptime of the application on a per day basis.

Field

Description

AspCmCriticalUptimePercent

The user-defined threshold from the agent properties.

AspCmFatalUptimePercent

The user-defined threshold from the agent properties.

AspCmSeverity

AspCmWarningUptimePercent

The user-defined threshold from the agent properties.

AspDbCriticalUptimePercent

The user-defined threshold from the agent properties.




Field

Description

AspDbFatalUptimePercent

The user-defined threshold from the agent properties.

AspDbSeverity

AspDbWarningUptimePercent

The user-defined threshold from the agent properties.

BlankColumn

An internal Foglight column.

CmUpSamples

The number of 5 minutes samples that the concurrent managers
were available.

CmUpTimePercent

The percentage of time that the concurrent managers have been
available since starting monitoring for the day.

DatabaseUpSamples

The number of 5 minutes samples that the database was
available.

DatabaseUpTimePercent

The percentage of time that the database has been available
since starting monitoring for the day.

EstCmDownMinutes

An estimate on the number of minutes the concurrent managers
have been unavailable for the day.

EstDbDownMinutes

An estimate on the number of minutes the database has been
unavailable for the day.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

TotalSamples

The total number of five minute samples for the day.

UptimeMonthly

A summarization of the uptime of the application, on a per month basis.

Field

Description

ActivityMonth

The amount of activity for the month.

AspCmCriticalUptimePercent

The user-defined threshold from the agent properties.

AspCmFatalUptimePercent

The user-defined threshold from the agent properties.

AspCmSeverity

Informational, Warning, Critical or Fatal.

AspCmWarningUptimePercent

The user-defined threshold from the agent properties.

AspDbCriticalUptimePercent

The user-defined threshold from the agent properties.

AspDbFatalUptimePercent

The user-defined threshold from the agent properties.

AspDbSeverity

Informational, Warning, Critical or Fatal.

AspDbWarningUptimePercent

The user-defined threshold from the agent properties.

BlankColumn

An internal Foglight column.

CmUpSamples

The number of five minute samples the concurrent manager has
been available.

CmUpTimePercent

The percentage of time that the concurrent managers have been
available since starting monitoring for the month.




Field

Description

DatabaseUpSamples

The number of five minute samples that the database has been

available.

DatabaseUpTimePercent

The percentage of time that the database has been available

since starting monitoring for the month.

EstCmDownMinutes

An estimate on the number of minutes the concurrent managers

have been unavailable for the month

EstDbDownMinutes

An estimate on the number of minutes the database has been

unavailable for the month.

Time

The Foglight server time that this row was collected.

TimeStamp

The date/time of this record, as it relates to the application.

TotalSamples

The total number of five minute samples for the month.

WorkflowltemActivity

This data table reports on the activity of workflow items.

Field

Description

AspDeferredCriticalThreshold

The user-defined threshold from the agent properties.

AspDeferredFatalThreshold

The user-defined threshold from the agent properties.

AspDeferredWarningThreshold

The user-defined threshold from the agent properties.

AspErrorCriticalThreshold

The user-defined threshold from the agent properties.

AspErrorFatalThreshold

The user-defined threshold from the agent properties.

AspErrorWarningThreshold

The user-defined threshold from the agent properties.

AspMailltemsCriticalThreshold

The user-defined threshold from the agent properties.

AspMailltemsFatalThreshold

The user-defined threshold from the agent properties.

AspMailltemsWarningThreshold

The user-defined threshold from the agent properties.

AspNotifiedCriticalThreshold

The user-defined threshold from the agent properties.

AspNotifiedFatalThreshold

The user-defined threshold from the agent properties.

AspNotifiedWarningThreshold

The user-defined threshold from the agent properties.

AspSeverityDeferred

Informational, Warning, Critical or Fatal.

AspSeverityError

Informational, Warning, Critical or Fatal.

AspSeverityMailltems

Informational, Warning, Critical or Fatal.

AspSeverityNotified Informational, Warning, Critical or Fatal.
AspSeverityStuck Informational, Warning, Critical or Fatal.
AspSeverityTimeout Informational, Warning, Critical or Fatal.

AspSeverityWorkflows

Informational, Warning, Critical or Fatal.

AspStuckCriticalThreshold

The user-defined threshold from the agent properties.




Field

Description

AspStuckFatalThreshold

The user-defined threshold from the agent properties.

AspStuckWarningThreshold

The user-defined threshold from the agent properties.

AspTimeoutCriticalThreshold

The user-defined threshold from the agent properties.

AspTimeoutFatalThreshold

The user-defined threshold from the agent properties.

AspTimeoutWarningThreshold

The user-defined threshold from the agent properties.

AspWorkflowCritical Threshold

The user-defined threshold from the agent properties.

AspWorkflowFatalThreshold

The user-defined threshold from the agent properties.

AspWorkflowWarningThreshold

The user-defined threshold from the agent properties.

BlankColumn An internal Foglight column.
DeferredCount The number deferred.
ErrorCount The number in error.

MailWaitingCount

The number waiting on a mail action.

NotifiedCount The number notified.

StuckCount The number stuck.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.

TimeoutCount

The number timed out.

WorkflowCount

The total number of workflows.

WorkflowPurgeEstimates

This data table reports on the purge estimates of workflows.

Field Description

BlankColumn An internal Foglight column.

PersistenceType What is the persistence type of this workflow?
PurgeableEstimate What is the estimate for purging?

PurgeablePercent What percentage is purgeable?

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
WfDisplayName The display hame of the workflow.

WfName The name of the workflow.

WorkflowCount The number of occurrences of this workflow.




WorkflowRuntimeHistory

This data table provides an historical summarization of workflow runtimes, on a per day basis.

Field Description

AverageDays The average number of days.

BlankColumn An internal Foglight column.

MaximumbDays The maximum number of days.

MinimumbDays The minimum number of days.

SampleSize The number of records the calculations are based on.
StddevDays A baseline calculation.

Time The Foglight server time that this row was collected.
TimeStamp The date/time of this record, as it relates to the application.
TotalDays The total number of days.

WfDisplayName The workflow display name.

WfName The workflow name.

Toad Reports

The chapter describes the Foglight OEBS V5 reportsincluded with the OEB Agent, and how to import them into
Toad.

The reports are grouped into the following sections:
* Foglight OEBS V5
* Foglight OEBS V5 Agent Properties
= Foglight OEBS V5 Agent Property Lists
= Quest Foglight OEBS V5 Agent Support

Importing Reports into Toad

To import reports into Toad:

1 Save the TRD (Toad Report Definition) files to your local PC.

2 Open Toad Report Manager (Database > Report > Report Manager).
3 Select the import reports Open text icon.
4

Import one or all reports in the saved folder from step one.

Foglight OEBS V5

The following reports are included with the OEB Agent:
= Accounts - Accounts Active

e Accounts - Accounts That Will End Date



= Accounts - Aged Accounts

« Accounts - New Accounts (Months)

e CP - Concurrent Program IDs (Step 1)
e CP - Concurrent Program IDs (Step 2)
* CR - Completed - Error Warning (Day)
« CR - Completed - Error Warning (Today)
e CR - Completed - FSG (Day)

e CR - Completed - FSG (Today)

e CR - Completed - Log and Out

e CR - Pending - Error

e CR - Pending - Normal

e CR - Pending - On Hold

e CR - Pending - On Hold (Aged)

e CR - Pending - Scheduled

e CR - Running

e GL - GL unposted Batches

e Point in Time - Activity Summary

Accounts - Accounts Active

This report lists all the application active accounts.

An active account is defined as an account where the account start date has passed and the account does not
have an end date, or where the account has an end date and that date has not passed.

Example Report

OEBS FOGVS.D

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
ACTIVE ACCOUNTS

For DEBS 12i Demo Application (Gary Piper)
As at 21-Jan08 (Maon) 07:48

Age
User Hame Diesesiption E.Mall Addross End Date Last Conimedt (Thays)

Newet Acce e

Dashboard Link

None.

Usage
Informational.

This report may be used to view consistency within account names, descriptions and email addresses.



Accounts - Accounts That Will End Date

The Accounts - Accounts That Will End Date report lists those application accounts with an end date within the
next X months.

The number of months ahead (X) included in this report is set in the Foglight HealthCheck property Account End
Date Notification Period (Default 2 Months)

Example Report

DEBE-FOGSD FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
ACCOUNTS THAT WILL END DATE
Within 2 Months

For OEBS 12i Demao Application (Gary Pipar)
As at 21-Jan-08 (Mon) 0758

Age
tisgr Mame Descripthon EMall Address End Dade Lasi Conmect (Days

EWERD 16-Feb-5 26-JulOt D000

Accounts: 1

Dashboard Link

HC002: [Time_stamp] There are N user accounts that will end date within the next X months.

Usage

Provide the report to Human Resources, or its equivalent, to determine if the account end date should be
extended for any of the identified accounts.

Accounts - Aged Accounts

This reports lists all those application accounts that have either never been accessed or have not been accessed
in the past 120 days.

@ | NOTE: An unused account is defined as any account created (start_date), available for use (not end
dated), and available for use for greater than 31 days with no activity.

Example Report

QEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
AGED USER ACCOUNTS
For OEES 12| Demo Application (Gary Piper)
Az at 21-Jan08 (Mon) 07:51

Age
Usar Mame Bescaipidon ENall Address Stast Date Last Connget Days)

Dashboard Link

HC001: [Time_stamp] There are AA accounts (BB percent) of the total CC active accounts that have either never
been accessed or have not been used in the past 120 days.

Usage

Provide the report to Human Resources, or its equivalent, to identify those accounts that can be end dated.



At many sites, there are number of accounts that may never be used and there are accounts that exist but have
little or no activity. In such cases, it is possible to exclude one or more accounts from both this report and the
Foglight alerts by using the HealthCheck property Aged Users Exclusion List.

Accounts - New Accounts (Months)

This report lists all application accounts created within the past X months.

Example Report

QERS FOGVS 0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver5.0)
MNEW ACCOUNTS

Accounts Created in the Past 1 Monthls
For OEBS 12i Demo Application (Gary Piper)
As at 21-Jan08 (Mon) 08:00

g
User Wame Desariptian E-Malt Addvess ot Conmect  (Doys)  End Date

NER tasting 10-dan 08

EB (EETE

Acesunts: 2

Dashboard Link

AA: The number of Active Application accounts has exceeded the property level of X.

Usage

When notified that the number of accounts has exceeded your threshold limit, you can use this report to obtain
a list of all accounts created in the past X months. This report may also be used to ensure that the user
accounts, descriptions and email addresses of newly created accounts conform to your site standards.

CP - Concurrent Program IDs (Step 1)

The CP - Concurrent Program IDs (Step 1) is step one in a two-step process to find a concurrent program’s
application ID and concurrent program ID.

A concurrent program’s application ID and the concurrent program ID are required in a number of the Foglight
property settings.

Step one lists the concurrent program’s application IDs for each application that has registered concurrent
programs.

Example Report

DEBS FOGNS.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Concurrent Programs - Applications

For OEBS 12| Demo Application (Gary Piper)
As at 21-Jan{8 (Mon) 08:01

Appn Il Applicaion Hame Pregram Count
O Application Object Lwary (FNDY 175

1 System Adn ion (3T SADMIN 5

50 Applicatians DE a |

212

55

160 Alar (ALR) 1

168 Application Report Generator (RG)

Dashboard Link

None.



Usage

Once you have identified the application ID you are interested in, proceed to step two.

CP - Concurrent Program IDs (Step 2)

The CP - Concurrent Program IDs (step 2) is the second part of a two-step process to find a concurrent program’s
application ID and concurrent program ID.

A concurrent program’s application ID and concurrent program ID are required in a number of the Foglight
property settings. Step two lists the concurrent programs IDs for the concurrent program ID found in step one.

Example Report

L ER IR FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Concurrent Programs for

0 - Application Object Library [FND)
OEBS 12i Demo Application (Gary Fiper)
Asg at 21-Jan0B (Mon) 08:01

Appn I Program ID Program Mame Fuogram Shon Name Frogram Stas
1] 4 Aboit ABORT Enabled
] 0 Aclrrate ACTIVATE Enabiled
o 20650 Actvg Responsikililios asd Usars
o 20641 Active |
L]

L) Enabiled
] Enabled
[ 47311 Analyze Impact Enatiled
L] 47310 Analyze Menu Enabled
o apar Enabled
] apoit for Audt Groug Waldition Enabiled
] FHOATURPD Enabiled
L] 3P0 Aradabl FNDCPLIST Disabled
o 38131 Backup Table Sialislics FNDEXTST Enalbled

Dashboard Link

None.
Usage

The application ID and Program ID can be used in a number of the properties for the Foglight Cartridge for OEB.

CR - Completed - Error Warning (Day)

This report lists all requests that completed with a status of either Error or Warning for a selected day.

Example Report

DEBE-FOGW0 FOGLIGHT FOR DRACLE E-BUSINESS SUITE (Ver 5.0)
Completed Error | Warning

OEBS 12| Demo Application (Gary Piper)
For21-Jan08

Feguost 10 User Namn Program Hame

Completed Error

43803 SYSADMIN Delete daia from temporary table
Arguenent Text;  (Mone)
Complation Text : Concument Manages encountered an emor while running SALPI
Prisriey 50 Primter :  nopret [0)

Requesied Stad : 21-Jan08 01 1451 Actual Stant @ 21-Jan 03011453 Actual Completion : 21-Jan-0201.14:58
Pending Time (Min} : 01 Running Time (din): 0
Requests 1

Dashboard Link

CR:CE:Property: [TimeStamp] The number of requests that have completed with a status of ERROR has
exceeded the Property [Alert Level] threshold of [Property Value].



Or

CR:CW:Property: [TimeStamp] The number of requests that have completed with a status of WARNING has
exceeded the Property [Alert Level] threshold of [Property Value].

Usage

Use this report to assess if there are any patterns to the warning (usually printer failure) or error requests.

CR - Completed - Error Warning (Today)

This report lists all requests that completed with a status of either Error or Warning for the current day.

Example Report

OEBS FOGVS.0

For 21-Jan08

Regquost I User Hama Pregram Hame

[Completed Error

434803 SYSADMIN Delete data from temporary table
Arguenent Taxt:  (Mone)
Complation Text :

1 Manages encountersd n emor whils running SOLTPI

Priority : Printer :  nopeet [0)
Requested Stant: 21-Jan0801.14:51 Actual Stant: 21-Jan08 01:14.58 Actaal Completion : 21-Jan0801.14:58
Pending Time (Min}: 01 Running Time (Min) : 0

Regquests: 1

Dashboard Link

CR:CE:Property: [TimeStamp] The number of requests that have completed with a status of ERROR has
exceeded the Property [Alert Level] threshold of [Property Value].

OR

CR:CW:Property: [TimeStamp] The number of requests that have completed with a status of WARNING has
exceeded the Property [Alert Level] threshold of [Property Value].

Usage

Use this report to assess if there are any patterns to the warning (usually printer failure) or error requests.

CR - Completed - FSG (Day)

An FSG (Financial Statement Generator) report is a special type of financial report available through the
General Ledger module only.

The Completed - FSG (Day) report lists all the completed FSs for the selected day.



Example Report

OEBS FOGVI0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Completed FSG's

0OEBS 12i Demo Application (Gary Piper)

For21-Jan08
Requast Il User Hame Argument Text
Completed Normal
1F5104 GPIPER 1061, 107, FSG-ADHOG-, €, GLLE
Completien Text = hommal completion
Pilarity : 50 Pubntes : moprint )
Requested Swaai; 21-Jan08 1218010 Actual Start: 21-Jan08 1208 11 Betal Complation z 31-Jan08 12,182
Pending Tine Minf : 02 Funaing Time (Minj : 03
1T5103  GPIPER 1061, 101, FSG-ADHOC-, ©, GLLE
Completlen Text: Mosmal completion
Piisiity ! 50 Pafivted @ napint )
Roquestod Stan: 21 -Jand8 12.18:01 Acwial Stast: 21-Jan-8 121808 Acmal Completion : 21 -Jan08 121817
Ponding Tine (Minj : 01 Funning Time {Minj : 02
Ro quests: 2

Dashboard Link

None.

Usage

Informational.

CR - Completed - FSG (Today)

An FSG (Financial Statement Generator) report is a special type of financial report available through the
General Ledger module only.

The Completed - FSG (Today) report lists all the completed FSGs for the present day.

Example Report

OEBS FOGVS 0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Completed FSG's
OEBS 12i Demo Application (Gary Piper)
Faor21-Jan08 (Mon) 12:19

Request Il User Hameo Argument Text

Completed Normal
AF5104  GPIPER 1061, 101, FSGADHOC:, C, GLLE
Complotien Taxt : Nommal completion
P Printes : no.
§1218:01 Actuial Start: 21-Jan 08 1218 11 Actual Completion = 21-Jan08 1211828

Running Time (Minj: 03

1061, 101, FSG-ADHOC-, C, GLLE

Piiatity :
Roquested 5t ial Start s 21-Jan08 12:18 08 Actual Completion : 21-Jan08 121817
Pond ding Thae (Mim) : 01 Runniing Time (Minj: 02

Fo quests: 7

Dashboard Link

None.

Usage

Informational.

CR - Completed - Log and Out

This report lists all concurrent requests that generated more than X MB of Log and Out files for all requests in
the available online history.



Example Report

OERS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
LARGE LOG AND OUT FILES >3 Mb

Feor OEBS 12/ Demo Application (Gary Piper)
As at 21-Jan{8 (Mon) 08:15

Request |0 Completion Date  User Pragram Printer [coples) OFILE {Mh} LEILE [ME)

VE-JaneD8 {Fri) 0738
FE-Jan08 {Fri) 1044

31
31
31
a
31
31
31
a

1)

PEL4_OEB
1 PEL4_QEB

coooooeo

Dashboard Link

[Date] The total size of requests’ log and out space has exceeded the critical threshold of [Property Value]
megabytes.

Usage

When a larger than normal amount of concurrent request Log and Out file MB is generated, use this report to
identify the user and report responsible.

CR - Pending - Error

This report lists all concurrent requests with a status of Pending Error.

@ | NOTE: A status of Pending Error indicates there are no managers to run the concurrent program. This may
occur when the managers are shutdown or a program is assigned to a manager that is not yet started, for
example, the overnight manager.

Example Report

QEPS FOEVSY FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Pending Error Requests

As at

Request 1D Uses Name Program Hame

Requests: 0

Dashboard Link

CR:PE:Property : The total number of pending error requests has exceeded the Property [Alert Level] level of
[Alert Value].

Usage

Informational.

CR - Pending - Normal

This report lists all concurrent requests with a status of Pending Normal. This does not include scheduled or on
hold requests.



Example Report

DEBS FOG VSO

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Pending Requests

OEBS 12i Demo Application (Gary Piper)
As at 21-Jan08 (Mon) 08:19

Raquest 1D Usar Hama Pragram Namas
4382767 GPIPER BActive Users
Quwaw Name : .

Argument Text :
Requested Stan: 28-H

Pending Tene (Minj: 77 B12.1 Puionity : 49 Primter = sdsprinter [0)

Hequeses: 1

Dashboard Link

CR:PN:Property : The total number of pending requests has exceeded the Property [Alert Level] level of [Alert
Value].

Usage

Informational.

CR - Pending - On Hold

This report lists all requests that are currently on hold.

Example Report

OERS FOGVS.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

On-Hold Requests
QEBS 12i Demo Applicatien (Gary Pliper)
Az at 21-Jan.08 (Mon) 08:16

Roguest D User Name Pragram Hame
1392572 PELS_OEB Analyze Impact Data
Queus Hama : STANDARD
Argument Text -
Requested Stan; 17-Jand8 13:50.00 Tiene On Hold (Daysy 38 Prierly ;50 Printes ;. noprint @)
Resubmit Interval: Mone
1392569 PELS_DEB Compansation Workbench Model Upgrade Pracess
Criguie Mama : STANDARD
Argument Text :
Requested Start: 17 Jand8 13:45.00 Time On Hold (Daysy 36 Prioriey : 50 Printer :  noprint (O}

Rasubmit Interval: Mome

4392567 PELS_DEB Analyze lmpact Data
Cueus Hames STANDARD
BArgumant Tew
Requested Start: 17-Jan08 13.37 .34 Time On Hobd [Dayy) 36 Prioriey : 50 Printes :  noprint {)
Resubmit Imerval: Nena

Dashboard Link

None.
Usage

Informational.

CR - Pending - On Hold (Aged)

This report lists all requests on hold for longer than six months.



Example Report

DERS FOGV5.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)

Aged On-Hold Requests Older Than 2 Monthls
OEBS 12i Demo Application (Gary Piper)
Ag at 21-Jan08 (Mon) 08:17

Request I} Requesied By Program Hame Arguments
436050 SYSADMIN Workflow Work Items Statist
Roquestad Start 1 (3-Oce0F 10:33 Age (Mol

Concument Pragram
16 Resubmit: 24 Hours(End)

4380519 SYSADMIN Werkflow Agenl Actoily Statislics
Roquested Start: 03 028 Age (Months) :

Cancurant Pragram
iE Resubmis: 24 HowrsEnd)

4360518 SYSADMIN orkfiow Maikes Statigtacs et Progiam
Requested Start : 03-0:.07 10-28 Age (Months) © 3 Resubmit: 24 Hours[End)
Requests: 3

Dashboard Link

HC020:V [Time_stamp] There are NN on hold requests that are older than six months.

Usage

Any request on hold for longer than six months should be investigated or cancelled.
CR - Pending - Scheduled
This report lists all scheduled requests, that is, any request set to run in the future.

Example Report

QEE FOG.¥S0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Scheduled Requests

OEBS 12| Demo Application (Gary Piper)
As at 21-Jan08 (Mon) 08:21

Ruquest 10 User Name Pregeam Hame

304986 SYSADMIN BAM Applicaions Dashboard Collection
Cueus Hame ; STAHDARD

Argumant Tesa :
Requested Star: 2114008 08:27.04 Timné 16 Stadt Min} ¢ 55 Puiority s 50 Printes : nognnl {0}
Resubmit Interval : 10 Minutes From End

Resubimit Time :  None Resubmit End Date - None

431986 SYSADMIN BAM Applicafions Dashboasd Colleclion

Timne 1o Stant (Min}: 55 Priority: 50 Printes :  noprint {T)

Resubmit Imenval = o
Fesulsmli Time : Fesubemii End Date: None

A3M%8 SYSADMIN
Queue Hame :

Paige Conciiment Request and/or Manages Data

Argument Taxt ;
Requested Start: 2
Resubimit Interval :
Resubmit Time :

Y
Time 1o St Min) ;12865 Prigring ;50 Printes ;  nognint 1

Dashboard Link

None.
Usage

Informational.

CR - Running

This report lists all requests running at the time of the report.




Example Report

DEBS-FOGV5.0

Hoguast iD  User Hame

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)
Running Requests

OEBS 12| Demo Application (Gary Piper)
As at 21-Jan 08 (Mon) 08:2

Pragram Mame

4364488 GPIPER
Queue Mame ;

STANDARD

Acibve Usors

Argument Text :

Actual Start: 2 -Jan08 0825 85 Running Time Min} : 0.0 Priority: &0 Printer :  adspeinter {0)

Feguests: 1

Dashboard Link

None.
Usage

Informational.

GL - GL unposted Batches

This report lists all unposted General Ledger batches that have a creation date that is over one calendar month
old.

Example Report

FOG.DEBS.V5.000

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)

GL - Un-posted Batches

Creation Date Peiod Created By Batch Il Baich Mame
Batch Statoe Batch
27-Jukds 0211 JuLor IPALMER 1FFS012 0137 Paysbles 4284132 A 165971
Unposted Journal Impon Payables 4264132
D6l 0214 JL JPALMER 1373991 70097 Payables 4283361 A 165858
Unposted Journal Impen Payables 4263351
24-JukDs D413 JULOT JPALMER 167956 69955 Payables 4274507 A 165647
Unposted Journal Impan Payables 4274507
-dutHE 0295 JUL-OT JPALMER 1365561 BEE03 Payables 4273004 A 165333
Unposted Journal Impadt Payables 4273204

Dashboard Link
HCO015: [Time_stamp] NN unposted GL batches were found with the oldest entry at XX months.

Usage

Send this report to the accounts department. Any unposted batch older than one accounting month should be
investigated.

Point in Time - Activity Summary

While not directly associated with any Foglight alert, the Point in Time set of reports provides a list of those
users connected to the application and any concurrent request activity occurring at a point in time. This report
can be used to highlight the business impact of a performance issue or outage. For example, if there was an
outage at 10:00 am, set the Point in Time value to 9:59 am. You are now able to assess the overall application
activity at that time of the outage.

This report provides a summary of activity at the selected Point in Time.



Example Report

DEBS FOGVS.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Paint In Time Activity

For OEBS 12i Demo Application (Gary Piper)
As at [ 21-Jan08 11:38:10)

Activity Activity Couml

CR - Running Requesis 4
CR - Pandrg Regeests

Salf Sevice Conneclions

@ | NOTE: The amount of historical information available is dependant on the site’s Normal maintenance
purging program.
Dashboard Link

None.

Usage

Informational.

Point in Time - Concurrent Requests

While not directly associated with any Foglight alert, the Point in Time set of reports provides a list of those
users connected to the application and any concurrent request activity occurring at a point in time. This report
can be used to highlight the business impact of a performance issue or outage. For example, if there was an
outage at 10:00 am, set the Point in Time value to 9:59 am. You are now able to assess the overall application
activity at that time of the outage.

This report lists the concurrent requests pending and/or running at the selected Point in Time.

Example Report

OEBSFOGAI0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)
Paint In Time - Concurrent Processing
OEBS 12i Demo Application (Gar
As at [ 21-Jan08 11:38:10)
Requast Manager Hams Requesied By Program Name
}Ruming Requests
1195090 STANDARD PELI_OEE Werk Shift by Manager Report
Augement Taxt 3
Priodity : 50 Printer : nopont @)
Requested Stat:  21-Jan08 113500 Actual Stant:  21.Jan 8 113810 Actual Complete: 21-Jan06 11:33:25
Panding (Win) ; 2 RunTime {Min] : 1
4795089 STANDARD FELI_OEE Work Shift by Manager Report
Argament Tast :
Peiodiiy : 50 Printer : nuprint ()
Requested Start:  21-Jan-08 113500 Actiral Stant: 21-Jandd 113806 Actua] Complete:  21-Jan08 1138 22
Ponding (Min) : 3 RunTime (Min) : 0
4395085 STANDARD FELI_OEE Wark Shift by Manager Report
Augament Text
Pringity : 50 Printer : noprint @)
Requested Start:  21-Jan-08 113500 Actal Start:  21.Jan 08 11,3802 Actua] Complete: 71-Jan08 113810
Panding (Min) ; 3 RunTime (Min) : 0
4395084 STANDARD PELI_OEE Wtk Shift by Manager Report
Argemeni Text :
Peiodily : 50 Printes : noprint &
Requosted Stam : 21-Jan08 113500 Actual Start ;. 2-Jan{B8 1137 54 Actua! Complete: 21-Jan08 113812
Panding (i) : 3 R Time (Min] : 0
!Pandinn Regquests

Dashboard Link

None.



Usage

Informational.

Point in Time - Full Service Connections

While not directly associated with any Foglight alert, the Point in Time set of reports provides a list of those
users connected to the application and any concurrent request activity occurring at a point in time. This report
can be used to highlight the business impact of a performance issue or outage. For example, if there was an
outage at 10:00 am, set the Point in Time value to 9:59 am. You are now able to assess the overall application
activity at that time of the outage.

This report lists the full service connections at the selected Point in Time.

Example Report

OEBS FOGVS 0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)

Point In Time - Full Service Connections
OEBS 12i Demo Application (Gary Piper)
Az at [ 21-Jan08 12;18:00 )

Wear Hame Description

GPIFER Ouest Designer
Respomibiling 1 Genersd
Farm Manme @
Sesslon Stard : H-JanD8 121610 Session Time [Minj: 2

Request Report Sat

Full Sendee Sesslonm: 1 Hote; Run Time Min} bs the ine from ihe sessionsiani ime to the polni in e Ame

0) | NOTE: A sign-on audit level of responsibility is required.

Dashboard Link

None.

Usage

Informational.

Point in Time - Self Service Connections

While not directly associated with any Foglight alert, the Point in Time set of reports provides a list of those
users connected to the application and any concurrent request activity occurring at a point in time. This report
can be used to highlight the business impact of a performance issue or outage. For example, if there was an
outage at 10:00 am, set the Point in Time value to 9:59 am. You are now able to assess the overall application

activity at that time of the outage.

This report lists the self service connections at the selected Point in Time.

Example Report

OEBS.FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0.0)
Point In Time - Self Service Connections

OEBS 12i Demo Application (Gary Piper)
As at( 21-Jan08 11:38:10)

User Hamo Description

PEL4_OEB tosting
Oiganisation : i 5
Respansibility ©
Fumction Name |

Sesslon Stari: Sessien End 1 21-Jan 85 11353

Self Service Sessions: 1




Dashboard Link

None.

Usage

Informational.

Uptime - Day

The Foglight Cartridge for OEB collects uptime status information in five minute intervals for both the database
and concurrent managers, and, once per day, consolidates the prior day’s activity and reports on the total
uptime for the prior day. In addition, the Foglight Cartridge for OEB reports once per calendar month and
consolidates the prior months’ activity and reports on the total uptime for that prior month. A series of uptime
reports are provided to view the detailed uptime information.

The Uptime - Day report shows the uptime information for a selected day.

Example Report

FOG.OEBS.VS-202
. FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

APPLICATION UPTIME TIME

For 03-DECOT
As at 21-Jan-08 (Mon) 12:48

=T — o)

The second and subsequent pages of this report provide the detailed data for the chart.

FOGOEBSVS-202  £n6) IGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)
APPLICATION UPTIME TIME
For03-DECOT
Ag at 21-Jan-08 (Mon) 12:54

Time Stamp Sample Type Batabase  Managers

DHawn Down
Down Down
Down Down
Dawn Down
Down Down
Do Down
Dawn Down
Down Down
Down Down
Drawn Dawn
Drown Down
[rown Down
Dhwn Down
Down Down

Down Down

1:16:07 AM D Down

@ | NOTE: A sample type of “estimate” indicates that Foglight is down and that Foglight filled in the missing
information.



Dashboard Link

UT:CMD : Concurrent Manager Uptime for [Timestamp] was below the [Property Level] threshold of [Downtime
percent] percent.

or

UT:DBD : Database Uptime for [Timestamp] was below the [Property Level] threshold of [Downtime percent]
percent.

Usage

Informational.

Uptime - Month

The Foglight Cartridge for OEB collects uptime status information in five minute intervals for both the database
and concurrent managers, and, once per day, consolidates the prior day’s activity and reports on the total
uptime for the prior day. In addition, the Foglight Cartridge for OEB reports once per calendar month,
consolidates the prior months’ activity and reports on the total uptime for that prior month. A series of uptime
reports are provided to view the detailed uptime information.

The Uptime - Month report shows the uptime information for a selected month.

Example Report

FOG-OEBS-VI-202
FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

APPLICATION UPTIME TIME
For DECOT
Az at 21-Jan-08 (Mon) 12:48

— Dalekaze — Corecarien Managers l

The second and subsequent pages of this report provide the detailed data for the chart.

Dashboard Link

UT:CMM : Concurrent Manager Uptime for [Month] was below the [Property Level] threshold of [Downtime
percent] percent.

or

UT:DBM : Database Uptime for [Month] was below the [Property Level] threshold of [Downtime percent]
percent.

Usage

Informational.



Uptime - Today

The Foglight Cartridge for OEB collects uptime status information in five minute intervals for both the database
and concurrent managers, and, once per day, consolidates the prior day’s activity and reports on the total
uptime for the prior day. In addition, the Foglight Cartridge for OEB reports once per calendar month,
consolidates the prior months’ activity and reports on the total uptime for that prior month. A series of uptime
reports are provided to view the detailed uptime information.

The Uptime - Today report shows the uptime information for the current day.

Example Report

FOG-DEBS-VI.-207

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

APPLICATION UPTIME TIME
DEBS 121 Demo Application (Gary Plper)
For21-Jan-08 [Mon) 12:50

The second and subsequent pages of this report provide the detailed data for the chart.

FOGOEBS V5202 £0GLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0.0)
APPLICATION UPTIME
QEBS 12i Demo Application (Gary Piper)
For21-Jan-08 (Mon) 12:54

Time Stamp Sample Type Databass Wanagars

At Up Up

A Up Up

Ariis Up Up

Ariusl Up Up

Attus up up

Al Up Up

At up Up

2:3 51 AM Achsal Up Up

06-Dec-07 12:41:43 Al Artual Up Up

Dashboard Link

UT:CMD : Concurrent Manager Uptime for [Timestamp] was below the [Property Level] threshold of [Downtime
percent] percent.

or

UT:DBD : Database Uptime for [Timestamp] was below the [Property Level] threshold of [Downtime percent]
percent.

Usage

Informational.



Uptime - Yesterday

The Foglight Cartridge for OEB collects uptime status information in five minute intervals for both the database
and concurrent managers, and, once per day, consolidates the prior day’s activity and reports on the total
uptime for the prior day. In addition, the Foglight Cartridge for OEB reports once per calendar month,
consolidates the prior months’ activity and reports on the total uptime for that prior month. A series of uptime
reports are provided to view the detailed uptime information.

The Uptime - Yesterday report shows the uptime information for yesterday.

Example Report

FOG DEBS-V.202

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)
AFPPLICATION UPTIME TIME
DEBS 12i Demo Application (Gary Piper)
For 20-Jan-08 (Sun) 12:61

The second and subsequent pages of this report provide the detailed data for the chart.

FOGOEASVI20?  £og| |GHT FOR ORACLE E-BUSINESS SUITE (Ver5.0.0)
APPLICATION UPTIME
OEBS 12 Demo Application (Gary Piper)
For 20-Jan408 (Sun) 12:55

Tieme Stamp Sample Type Database Managers

Actual up up

Actual Up Up
Actual Up Up
Actual Up Up
Actual g up
Actual Up Up
Actual Ip Up
Artusl Up Up
Actual Up Up
Actyal Up Up
Actusl Up Up

Actual Ip Up

Actual Up Up

Dashboard Link

UT:CMD : Concurrent Manager Uptime for [Timestamp] was below the [Property Level] threshold of [Downtime
percent] percent.

or

UT:DBD : Database Uptime for [Timestamp] was below the [Property Level] threshold of [Downtime percent]
percent.

Usage

Informational.



Users - Connections - Full Service

This report lists current full service connections.

Example Report

QERS FOGVE.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)
Full Service Connections

QEBS 12i Demo Application [Gary Piper)
As at { 21-Jan08 (Mon) 13:26 )

Form Hame :
Sesmflon Start :
Seasion PID:

User Hame Description
PELA_OEB testing
Respamsbility 1 Systam Administrates

Sesslon Time M : 27

Sevsion 5P 1234 Terminal |D:

Full Service Sesslons:; 1

Dashboard Link

FSS:Property : The number of Full Service Sessions has exceeded the Property [Alert Level] threshold of [Alert

Value].

Usage

Informational.

Users - Connections - Full Service Dead Sessions

A dead session is where a user session disconnects abnormally and the session is not end dated. When this
occurs, the session is never purged by the OEBS application and remains within the application until manually

cleaned up.

This report lists the dead sessions.

Example Report

DEBS FOGVS0

Login I User Hame

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)
Full Service Dead Sesslons

OEBS 12i Demo Application (Gary Piper)
As at [ 21-Jan-08 (Mon) 13:45 )

Desciption

Sesion Date

Age [Days)

PELS_OEB
FELS_OEB
FEL4_CEE
PELS_OEB

PELS_CEE
GUEST
PELS_OEB
PELS_CEB
PEL4_OEB
GUEST
GUEST
GUEST
GUEST

testing

Guest
testing
Guest

Guest

Guest

Guest
Guest
Guest

Gues!

17-Jan08 D824

Users - Connections - Self Service

This report lists all current self service connections.



Example Report

OEAS FOGYS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)

Self Service Connections

Vision Demao Application
As at 22-Jan-08 [Tue) 0646

User Hame Descifption

GPIPER
Responsibility :
Ovganisation :
Functlon Hame ;
Session Start Z2-Jan (6 64343 AM Last Activity © 22-Jan- (0 64603 AM
Session Time (Ming: 0 Session Time Limit {Min} : 3,950 Page Requesss : 5 Page Limi : 5,000

Gary Piper Quest

o

Sell Senvice Semsiom: 1

@ | NOTE: The amount of available history for this report is dependant on the site’s normal maintenance
purging program.

Dashboard Link

SSS:Property : The number of Self Service Sessions has exceeded the Property [Alert Level] threshold of [Alert
Value].

Usage

Informational.

Users - Unsuccessful Full Service Logins (All)

This report lists all unsuccessful full service login attempts.

Example Report

DEBS FOGVS 0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
UNSUCCESSFUL FS LOGIN ATTEMPTS (All)

Far Vision Demo Application
As at 22.Jan08 (Tue) 06:49

Usat Mame Description Anempt Time
[p4-Jang8 (Fri) ]
TEST 04-Jan 08 (Fr) 0959
[p3-Jan-08 [Thu) ]
TEST 0G-Jandd y) 1455
TEST 03-Jan 0 (Thu) 14:54

Gary Pipar Cuast

[21Dec-07 Fri) ]
ORA_BT M-Dec-07 (Fr) 12251
[19-Dec-07 (Wed)
ANONYMOUS Angnymaus usor nama for non-logged "atp 19.Dec07 (Wad) 09,35
[20-MovOT (Tue) ]
GPIPER l':d-'_r Pigr Quist 20-Newe-07 534
GRIPER Gary Fipar Quist 671
GPIPER Gary Piger Quest )
GPIPER Gary Piper Quest : 1]

k1]

2

Gary Piper Quest

Gary Piger Quast
I

. Gary Pipar Quest
GPIPER Gary Pipar Guast

2 (Tus) 05 29
GPIPER Gary Piper Cuest 20-How-D7 (Tue) 0529
[19-Nov-0T (Mon} |

@ | NOTE: The amount of available history for this report is dependant on the sites normal maintenance
purging program.

Dashboard Link

HC004:DDD [Time_stamp] There has been NN unsuccessful full service login attempt/s on the account ACCOUNT
NAME (DESCRIPTION) since the last check [Last_check_date].



Usage

Informational.

Users - Unsuccessful Full Service Logins (User)

This report lists all unsuccessful full service login attempts for a selected user account.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
UNSUCCESSFUL FS LOGIN ATTEMPTS

Account - GPIPER
For Vision Demeo Application
As at 22-Jan-08 (Tue) 06:50

Atompt Time

20-Mow-07 (Tue) 0934
20-Moee-OF [Te) 0234

Fallure Count: 10

@ | NOTE: The amount of available history for this report is dependant on the sites normal maintenance
purging program.

Dashboard Link

HC004:DDD [time_stamp] There has been NN unsuccessful full service login attempt/s on the account ACCOUNT
NAME (DESCRIPTION) since the last check [Last_check_date].

Usage

Informational.

Users - Unsuccessful Self Service Logins (All)

This report lists all unsuccessful self service login attempts.

Example Report

DEBS FOGVS 0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
UNSUCCESSFUL S5 LOGIN ATTEMPTS (All)

For Vision Deme Application
Ag at 22-Jan08 [Tue) 06,53

Usar Name Deseription Attampt Time Failute Coda

[18-Dec-03 (Fri)
EBUSIMESS s, Phillip €. Taylar 19-Doc-03 (Fr) 1433 C¥_SIGHIN_INVALID

Faillure Count: 1

@ | NOTE: The amount of available history for this report is dependant on the sites normal maintenance
purging program.

Dashboard Link

HC008:DDD [Time_stamp] There has been NN unsuccessful Self Service login attempt/s on the account
ACCOUNT NAME (DESCRIPTION) since the last check [Last_check_date].



Usage

Informational.

Users - Unsuccessful Self Service Logins (User)

This report lists all unsuccessful self service login attempts for a selected user account.

Example Report

OEBS.FOGASO FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
UNSUCCESSFUL S5 LOGIN ATTEMPTS

Account - EBUSINESS
Fer Vision Demo Application
As at 22-Jan-08 [Tue) 06:53

Atompt Time Fallure Codp

[18-Dec-03 (Fri)

19-Dec-03 (Fr) 1433 1C%_SIGNIN_INVALID

Failure Cound; 1

@ | NOTE: The amount of available history for this report is dependant on the sites normal maintenance
purging program.

Dashboard Link

HC008:DDD [Time_stamp] There has been NN unsuccessful Self Service login attempt/s on the account
ACCOUNT NAME (DESCRIPTION) since the last check [Last_check_date].

Usage

Informational.

Workflow - Deferred Workflows 1

The Workflow - Deferred Workflows 1 report is part one of a two-part report process. This report lists the
overall statistics of workflows with deferred items.

Example Report

OQEBSFOGVSD  chgy IGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)

WORKFLOW - DEFERRED WORKFLOW COUNTS

For Vision Demo Application
As at 22-Jan-08 [Tue) O7:00

Waorklow Display Name tiars % of Foial
DEOH OM Quder Head er 1,534 w3
IEXSTRY IEX Collection Strategy Work Flow 26 &
PACRMUPD PA CRM Warkarsuind Warkflow & 0z
ENGCALT Charge Action 03
CHNCOMPPR Compensation Plan Proces sing 01
UMENTWF2 L3 Netdication WorkSow (A2 count Requasty 01
OEBH OM Blanket Header 1 o1
SERVEREQ Serece Reguest 1 0.1
CSMTYPED CEW Type 3 1 0.1

Dashboard Link

WF:D : The number of DEFERRED workflow items has exceeded the Property [Alert Level] threshold of [Alert
Value].



Usage

Use this report to determine the workflow where more information is required.

Workflow - Deferred Workflows 2

The Workflow - Deferred Workflows 2 report is part two of a two-part report process. This report lists the all
workflows with a status of deferred for a selected workflow such as ENGCACT (Change Action).

Example Report

OEBS FOGVSD

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0}

WORKFLOW DEFERRED ACTIVITIES FOR
ENGCACT - Change Action
Vision Demo Application
As at 22-Jan08 (Tue) 07:01

Worlflow Koy Acthity Nama

65 Selec Chinge As tagnes
Rasigned Uses :
Begin Date : 03-Dec03 2005 Age Days): 1,511

65 Initiate Change Lines
Raslgned User :
Bagin Datg ; 03-Dec03 2005 Age [Mays): 1,511

Initiate Change Lines
Ao giad Waai

Bagin Date ; 03-Dee-03 20.02 Age Mays) : 1511

o Selact Change Assignon
Rssigned Usas ©
Begin Date : 03-Dec 03 20 02 Age ays) : 1,511

flem Count; 4

Dashboard Link

WF:D : The number of DEFERRED workflow items has exceeded the Property [Alert Level] threshold of [Alert
Value].

Usage

Informational.

Workflow - Error Workflows 1

The Workflow - Error Workflows 1 report is part one of a two-part report process. This report lists the overall
statistics of workflows with errored items.

Example Report

OEBS-FOGWSD  pog) \GHT FOR ORACLE E-BUSINESS SUITE [Ver5.0)
WORKFLOW - ERROR WORKFLOW COUNTS
ForVision Demo Application
As at 22-Jan08 (Tue) 12:47
Workdlow Display Name Hems % of Total
POSPOALK 98 130
CHCOMPPR 9, 2%
QECL g 103
] a2
56
40 £3
32 42
28 a7
PO Requisiion Account Genraler 24 2
iRecnatment 20

Dashboard Link

WF:E : The number of ERROR workflow items has exceeded the Property [Alert Level] threshold of [Alert Value].



Usage

Use this report to determine the workflow for which more information is required.

Workflow - Error Workflows 2

The Workflow - Error Workflows 2 report is part two of a two-part report process. This report lists all workflows
with a status of Error for a selected workflow such as POSPOACK (Web Supplier PO Acknowledgement).

Example Report

QEBSFOGWSD FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)
WORKFLOW ERROR ACTIVTIES FOR
POSPOACK - Web Supplier PO Acknowledgement

Vision Demo Application
As at 22-Jan-08 (Tue) 12:48

Werkllow Koy Activity Mame
POS_ACK 10823 0 = NOTE: Inconsista Sclaty varsion ™
Assigned User :
Begin Date : 26 May 3 11:53 Age (Days) : 1,700

Ewer Mossago: 303 A
POS_ACK 10828 0
Assignod User :
Begin bate ; 2Bar03 0353 Age {Days)
Ewer Message: 3120 Avtwity POSPOSCKEIE435 st no
POS_ACK_10826_0 ~ HOTE: Inconaistaet aciity varsion =
Assignod User :
Begin Date : 2B-Mar03 0058 Age {Days) : 1,762
Emor Message: 3103 Attribute SUPPLER_USER_ID' does not exist for item POSPOACK/POS_ACK_10826_0

Dashboard Link
WF:D : The number of ERROR workflow items has exceeded the Property [Alert Level] threshold of [Alert Value].

Usage

Use the Error Message information as the first step in resolving the error.

Workflow - Mail Items 1

The Workflow - Mail Items 1 report is part one of a two-part report process. This report lists the overall
statistics of workflows with items waiting to be sent.

Example Report

DEBS.FOGV5.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
WORKFLOW - MAIL WORKFLOW COUNTS

ForVislon Demo Application
As at 22-Jan-08 [Tue) 13:06

Workfow Display Name Homs % of Total
CE_KB_Wi Knowiedge Mansgement Workdiow Process (Mew) 40 656
1BC_WF 1BC - Cantont Manager Workdew 7 15
HRSSA HR B ag
APEXP Espenses 3 48

16

POHGEN
XSTRY

o omomom

QKL - AM : Standaed Emor

Dashboard Link

WF:MI : The number of workflow items waiting to be sent has exceeded the Property [Alert Level] threshold of
[Alert Value].



Usage

Informational.

Workflow - Mail Items 2

The Workflow - Mail Items 2 report is part two of a two-part report process. This report lists the workflows with
items waiting to be sent for a selected workflow such as HRSSA (HR).

Example Report

UERS-FAGAD I FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver5.0)
WORKFLOW MAIL ACTIVTIES FOR

Vision Demo Application
Az at 22-Jan-08 (Tue) 13:07

Woikilaw Kay Acthty Name

ua = NOTE: Ine
To: Culler
Subjoct: Profa
Assigned User =

stant activily version ™

ation for Royan, Mr. Andrmw David (D rew) requies. apgeava
N

Bigin Date : 1432 Age [Pays): 1643

Ercor Message:  9004: An orror has occurred in workflow processing: 3142 Process TEMTYPEZBS1B4T' has no actwities wailing to recews evord
1560 Mogify Approver (Subject and creator of Approval are difersnt)

To Cull Richard

Subjuct: En ¢kson, Mr Bamy mquires appreval

Asslgned Us.

Begin Oate © 1452 Age [Mays): 1643

Error Message: 9004 An errce hae oceurmed in workflow processing: 3142° Frocess TSMTYPEZES1E6 has no ctities wailing bo recewe evert
1550 Matify Approver {Subject and creator of Approval are diferent]

Ta: :

Subjuct: En
Assigned User -
Bagin Date :
Erroi Méssage:

shitr, W, Jack requires appooval

Age [hays] = 1643
rried in wirkflow processng: 3142 Process CEMTYPELBS1E30" has no actwbies walling b récens snnd

Dashboard Link

WF:MI : The number of workflow items waiting to be sent has exceeded the Property [Alert Level] threshold of
[Alert Value].

Usage

Informational.

Workflow - Notified Workflows 1

The Workflow - Notified Workflows 1 report is part one of a two-part report process. This report lists the overall
statistics of workflows with notified items.

Example Report

DEBS.FOGVS 0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
WORKFLOW - NOTIFIED WORKFLOW COUNTS

Far Viglon Demo Application
As at 22-Jan-08 (Tue) 13:02

Wagkdlew isplay Hame lignes % of Total
HR 1146 350
i Oirder Line 260 125
WFERROR System Ermor %9 124
IRC_WF nt 5 6
Marsgernent Woekilow Proc ess T4 3
OM Order Header 64 3
XDFPROV ment Processes £} 1
RECAFPRY in Approval 23 1
MIR ain Exhcange VM| Replenishmant 2 1.1
atienie for Purchasng Dacume nle 18 0%
ay Eror Processing 12 0g
abeg Approvals 0 0s




Dashboard Link

WF:N : The number of NOTIFIED workflow items has exceeded the Property [Alert Level] threshold of [Alert
Value].

Usage

Use this report to determine the workflow for which more information is required.

Workflow - Notified Workflows 2

The Workflow - Notified Workflows 2 report is part two of a two-part report process. This report lists the all
workflows with a status of notified for a selected workflow such as IRC_WF (iRecruitment).

Example Report

OEBS FOGVIA FOGLIGHT FOR DRACLE E-BUSINESS SUITE (Ver5.0)
WORKFLOW NOTIFIED ACTIVITIES FOR

IRC_WF - iRecruitment
Vision Demo Application
As at 22-Jan08 (Tue) 13:03

Warkilow Key Acthvity Name

681 Vataney Naw End Page
Aasigned Uses :
Hegin Date : 05-NovD3 1556 Age [ays) :

641 Ve Page
Assigned User :
Begin Daie ; DE-How-03 14:48 Age [Days) 1 1538

609 Vacancy Naw End Pags
Assignod User ;

Begin Date : 30- O3 0236 Age Ways)

610 Vac
Assignied User :
Begin Dato : 30-0c303 0210 Age Days) : 1,586

cy How Dotails Page

Dashboard Link

WF:N : The number of NOTIFIED workflow items has exceeded the Property [Alert Level] threshold of [Alert
Value].

Usage

Informational.

Workflow - Stuck Workflows 1

The Workflow - Stuck Workflows 1 report is part one of a two-part report process. This report lists the overall
statistics of workflows with stuck items.

Example Report

OEBSFOGVSD  £oG) |GHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0}

WORKFLOW - STUCK WORKFLOW COUNTS

For Vision Demeo Application
As at 22-Jan0@ (Tue) 13:13

Waorkilow Display Naine Mems % af Total

ENGCACT  Change Action 1 W00

Dashboard Link

WF:S : The number of STUCK workflow items has exceeded the Property [Alert Level] threshold of [Alert Value].



Usage

Use this report to determine the workflow for which more information is required.

Workflow - Stuck Workflows 2

The Workflow - Stuck Workflows 2 report is part two of a two-part report process. This report lists all workflows
with a status of Stuck for a selected workflow such as ENGCACT (Change Action).

Example Report

OEE-FOGYEA FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
WORKFLOW STUCK ACTIVITIES FOR

EMNGCACT - Change Action
Vision Demo Application
As at 22-Jan-08 (Tue) 13:14

Workilow Hey

65
Amigned User -
Bogin Dato ; 030ec03 20.05 Age fhays): 1511

Hem Count: 1

Dashboard Link
WEF:S : The number of STUCK workflow items has exceeded the Property [Alert Level] threshold of [Alert Value].

Usage

Informational.

Workflow - Timeout Workflows 1

The Workflow - Timeout Workflows 1 report is part one of a two-part report process. This report lists the overall
statistics of workflows with timed out items.

Example Report

OEBSFOGVS0  phg) |GHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

WORKFLOW - TIMEOUT WORKFLOW COUNTS

For Vision Demo Application
As at 22-Jan-08 (Tue) 13:17

Wotkitaw Display Name Moms % of Total
CEEH OM Blarket Headsr ) 0o

Dashboard Link

WF:T : The number of TIMEOUT workflow items has exceeded the Property [Alert Level] threshold of [Alert
Value].

Usage

Use this report to determine the workflow for which more information is required.

Workflow - Timeout Workflows 2

The Workflow - Timeout Workflows 2 report is part two of a two-part report process. This report lists all
workflows with a status of Timeout for a selected workflow such as ENGCACT (Change Action).



Example Report

GIER R FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
WORKFLOW TIMEOUT ACTIVITIES FOR
QEBH - OM Blanket Header

Vision Demo Application
Ag gt 22.Jan08 (Tue) 13:18

Workilow Kay Betivitg Nama

82282 Calewtatie Efféctive Dates
Aslgned Use: -
Begin Gato ; 70004 1348 Age (Daysh: 1162

Tem Comnt; 1

Dashboard Link

WF:T : The number of TIMEOUT workflow items has exceeded the Property [Alert Level] threshold of [Alert
Value].

Usage

Informational.

Workflow - Workflow Activity

This report, while not directly related to a Foglight alert, can be used to display the activity history for a
selected workflow and workflow key.

Example Report

OEBS.FOGVS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)
WORKFLOW DETAILS FOR
APEXP -Expenses

Workflow Key - 12430
Vision Demo Application
Az at 22-Jan08 (Tue) 13:19

Bctivity Hame Activity Status  Activity Result

AP Stamdard Expense Repoit Plocess ACTIVE [
Rsigned User : Hotification 10D :
Begin Date 12 hen0l 2351 Erad Date : Age [Days) :
Earor Messa ges

Stant COMPLETE Hull
Assigned User : Hoification 1D :
B gin Date ! 1300l 2351 End Dare s 13-Jundl 2351 Age [Days): 0
Edi of Messa gec

Detsrmine Which Pracess Ta Start From COMPLETE Server Valldaton
Famignod U ; Hatification I ;
Begin Date : 13Jundl 2351 End Date :  13Jundl 23:51 #Age [Days): 0
Exror Messago:

Sarvat Slde Validatian Process COMPLETE
Basigned ser Hotification I} :
Begin Date : 13:Jundl 2351 End Date:  13Jundl 2351 Age Days): 0
Euror Messa go:

Stant COMPLETE Null
Aassigned User : Hatification I -
BeginDate ; 13dun0 23:51 End Date :  13Jundi 2351 Age [Days): 0
Exror Mossa ge:

AP Validate Expenee Repon COMPLETE Pass
Assignod Usar : Hatification I :
Begin Date : 13 hunt 2351 End Dats:  13-Junt 23:51 Age Mays): 0
Enror Messa ge:

Dashboard Link

None.

Usage

This report shows each step (Workflow Activity) the selected workflow has completed. The report column Age
(Days) may make it easy to identify the bottleneck in the workflow.



Workflow - Workflow Counts

This report lists the overall breakdown of workflows currently within the OEBS application.

Example Report

OFBS.FOGVSO  pop) IGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
WORKFLOW - WORKFLOW COUNTS
For Vision Dema Application
As at 22-Jan-08 (Tue) 13:19

Woskdlow Display Hama lems % of Total
Cam_BE OaM Business Exceplion 434
O Order Line 5
OM Ordar Header a7
HR 108 -1
System: Ernar £18 24
148 09
143 0s
ging Wkl ow 140 [ F:

Dashboard Link
WF:ASP : The number of workflows have exceeded the Property [Alert Level] threshold of [Alert Value].

Usage
It is useful to run this report each month to assess the changing business processes over a period of time.
Workflow - Workflow Long Running

This report lists all long running workflows as determined by the Foglight Cartridge for OEB cartridge.

Example Report

DEBS FOGASO FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver5.0)
WORKFLOW - Possible L ong Running Workflows

Vigion Demo Application
As at 21-Jan08 (Mon) 13:20

Warkflow Display Name Workilow Start Date Wun Daye  fwg Days
A System: Eror D65 p00 0952 2.5 448
System: 06-Sep00 10:43 2504 448
System: Enor 267 448
System: Enor 2650 448
Syatem: Enor 2,660 448
System: Ermor Feb-Dl 1556 2, 48
System: Ereor 23Feb0 1556 448
System: Enor WF3583 23Feb0l 1556 448
System: Eror WEED 27-FebD 11:45 253 448
= & Piocesses 10001 -M AR-10000 - 150
=l filment Processes 10001 LINE: 1000010001 150
SFM Fuliliment Processes 1000 -Wi-1 000010005 24548 150

Dashboard Link

WF:001 : [Alert Level] nn long running workflows have been detected.
Usage

Informational.

Workflow - Workflow Overdue Notifications

This report lists all overdue activities for the selected user.



Example Report

DEBS FOGAS D
FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
OVERDUE NOTIFICATIONS FOR

RCULLEN

Vision Demo Application
As at 22-Jan.08 (Tue) 13:20

Days

Workflow Workilew Key Hote ID Mesage Hame Hegin Date e Date Available Cverdue
HRSSA 351 29.Juk03 5 1638
HRSSA 35500 2-JuHl3 5 1638
HRESA 29-Juh03 5 1638
HRSSA 1428 29-Jub03 5 158

Natification Count:d

Dashboard Link

WF:002 : [Alert Level] nn users with overdue workflow notifications has been detected.

Usage

Use this report to show all overdue workflow items for the selected user.

Foglight OEBS V5 Agent Properties

The Foglight OEBS cartridge has an extensive number of properties and property lists that should be set prior to
normal operation of the OEBS (Oracle E-Business Suite) cartridge.

On many occasions during the implementation, the preset properties provided such as active accounts and
concurrent request activity are for reference only, and, in most cases, do not represent the actual activity of
the application. In some cases, this could result in dashboard message storms, or worse, missed alerts due to
property values being set too high.

In order to prevent this, and provide value on first startup, Dell has provided a number of reports that return
the actual allocation activity, including estimates for property settings.

These reports can be found under the reports sections:
« Foglight OEBS V5 Agent Properties
« Foglight OEBS V5 Agent Property Lists
This section only refers to the following reports section FOGLIGHT OEBS V5 Agent Properties:
= Concurrent Request (1) - Log and Out
= Full Service - Sessions Intraday
* General - Active Accounts
e General - Availability
e General - Language
* General - Response Time (1)
= General - Response Time (2)
= Self Service - Pages Intraday
« Self Service - Sessions Intraday
 Workflow - Workflow (1 and 2)

In addition, these reports should be run and the resulting reports provided to the customer. As part of the PSO
engagement, a copy should also be kept a as part of an implementation audit trail.

These reports should be run after the Foglight cartridge is installed and prior to the cartridge being started.

Foglight concurrent request properties can be set for:



The number of completed requests (Completed Total)

The number of completed error requests (Completed Error)

The number of completed warning requests (Completed Warning)

Each property has three levels of alerting: Warning, Critical and Fatal. This report lists the daily average and
maximum submitted requests.

Example Report

QEES FOGVSO

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Agent Properties - Concurrent Requests [1) - Complated Requests

For OEBS 12i Demo Application (Gary Piper)
Asg at 17-Jan-08 (Thu) 12;11

Historical [Dsily)

Aworgae Masdmim Waining
Competed Total 162 397
Competed Emar o o
Campeted Warning

Hote: The lewel is

1o the hugton
:

@ | NOTE: As there is generally a lower request activity on weekends, this report uses all the available history
in fnd_concurrent_requests for those requests run on weekdays only and also excludes report sets and

report set stages. In addition, holding 31 days history online is more accurate as it represents one full
business cycle.

Foglight concurrent request properties can be set for:

The number of completed requests (Completed Total).

The number of completed error requests (Completed Error).

The number of completed warning requests (Completed Warning).

Each property has three levels of alerting: Warning, Critical and Fatal. This report lists the daily average and
maximum submitted requests.

Example Report

DEBRS.FOGVSO

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver5.0)
Agent Properties - Concurrent Requests [1) - Completed Requests

For OEBS 12i Demo Application (Gary Piper)
Ag at 17-Jan-08 (Thu) 12;:11

Histsrical (D aily]

Avergae  Maximum Waming
Competed Total 182 397
Compated Evror a =1
Competed Warning

Critical Ftal

403 BDE 1,208

1] 28 43

i
ihe waming lewal

@ | NOTE: As there is generally a lower request activity on weekends, this report uses all the available history

in fnd_concurrent_requests for those requests run on weekdays only and also excludes report sets and

report set stages. In addition, holding 31 days history online is more accurate as it represents one full
business cycle.

Concurrent Request (1) - Log and Out

The Foglight concurrent request properties for the amount of Log and Out file space being generated by
concurrent requests has three levels of alerting: Warning, Critical and Fatal. This report lists the daily average
and maximum Log file (MB), Out file (MB) and the total Log and Out file space (MB) being generated per day



As there is generally a lower request activity on weekends, this report uses all the available history in
fnd_concurrent_requests for those requests run on weekdays only.

Example Report

OEBS FOGVSO FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Agent Properties - Concurrent Requests (1) - Log and Out (Mb)
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 12:12

Higtorical
Avergae Out Avergas Log  Avergae Total STDDEV Waming Catical Fatal
10 0 10 4 B3 %5 248

werage + 3 slandand deviations
the warning level
the wameg level

Hote:

NOTE: For some earlier versions of OEBS, where the log and out file size is not recorder by Oracle E-

®
Business Suite, the report shows all values as zero.

Full Service - Sessions Intraday

The Foglight full service session intraday report provides the average number of full service sessions per day and
the estimated property settings.

Example Report

OEBS FOGVID FOGLIGHT FOR DRACLE E-BUSINESS SUITE (Ver 5.0)
Agent Properties - Full Service Az cumulative (Intraday)

For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 [Thu) 12:12

Current Daily Average Warming Lritical Fatal

3 L] 12 14

Waming = Average » 3 standard deviations
Critical = 7% poicent above warning value
Fatal =50 percont above waming valus

General - Active Accounts

This report provides the number of application and an estimated warning level which is 10 percent over the
current active number of accounts.

An active account is defined as any Application account whose account start date has passed and an end date
has not been set. Where an account end date has been set that end date has not expired.

Example Report

QEBS-ASP5.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Agent Properties - General - Active Accounts

For DEBS 12| Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 12:13

Current Acthve Ascounts Waimdng Lavel

.38 2500

The recommaended defaull warning level ks 10% ever the current user numbers

Alternately, you may wish to set the “Active Accounts” property alarm level to the number of site licenses. In
that way Foglight notifies you when new licenses are required or an account cleanup is required to reclaim some

named user licenses.



General - Availability

In some earlier version of Oracle E-Business Suite Maintenance Mode and or Workflow Service may not exist, this
report checks for the existence of these items and recommends the property settings for these availability
items.

Example Report

OEBS-ASPS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Agent Properties - General- Availability

For OEBS 12i Deme Application (Gary Piper)
As at17-Jan-08 [Thu) 13:12

Frapaity Itam Exlsts Property Sefting

Cancurent Mandgers Exists in 8l vy of DEES YES

Maintenance Mode Maintenance Mode exists in this version of OEBS YES or NO

Workflow Sermce Wiorkflow Semice exists in this version of OEBS YES or NOD

Property Count: 3

Where an Availability property setting is set to “No” the Foglight collector does not report on that component.

General - Language

The Installed Languages report lists all the registered installed languages of the Oracle E-Business Suite
application. The Oracle E-Business Suite application uses languages to translate a number of application
descriptions into the selected language.

Example Report

OEBS FOGVI.D FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)

Agent Properties - General- Installed Languages
For OEBS 12| Demo Application [{Gary Piper)
As at 17-Jan-08 (Thu) 12:13

tnstalled Language NLS Language HLS Tamitery

us AMERICAN AMERICA

Language Couni; 1

Failure to correctly set the Foglight cartridge language property results in a number of the
collectors returning no rows and some Foglight alerts may not be generated.

General - Response Time (1)

Foglight determines the overall response time of the Oracle E-Business Suite application by measuring the run
time of a selected concurrent program (Default FNDOAMCOL). Where a site wishes to use a different concurrent
program to measure application response (not recommended), entering the concurrent request short name in
the report parameter causes this report to validate that the selected report exists.

Example Report

OEBS FOGSQ FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0

Agent Properties - General - Resonse Time Program Check
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 12:14

Progiam Status

The concument program FHD DAMCOL exisis




General - Response Time (2)

The Foglight response time measures the run time of a selected concurrent program (Default FNDOAMCOL)
providing the historical average run time (seconds) and the estimated property settings for response time
properties.

Example Report

OEBS FOGS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Apgent Properties - General - Resonse Time Estimates
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 12:14

Historical Aveigae  Histerical Maximum Waining Camieal Fatal

10 20 30

4

Hova: The Waming |evel i 881 to the histoncal sverage + 3 standard dewiations

@ | NOTE: As there is generally a lower request activity on weekends, this report uses all the available history
in fnd_concurrent_requests for those requests run on weekdays only.

Self Service - Pages Intraday

The Foglight self service pages intraday report provides the average number of self service page requests per
day and the estimated property settings.

Example Report

OEESFOGVS0  FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)

Agent Properties - Self Service Pages Accumuiative (intraday)
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 12:14

Cuivont Daily Average Waming Critheal Fatal

BB 542 B7E 813
Waming = Average + 3 standard deviations
Ciffical = 2% parcent abowo warning walun
Fatal =50 pascent sbove warning valug

Self Service - Sessions Intraday

The Foglight self service session intraday report provides the average number of self service sessions per day
and the estimated property settings.

Example Report

OEBS FOGVS0  FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Agent Properties - Self Service Sessions Accumulative (Intraday)

For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 [Thu) 1215

Current Dafly Average Waming Cabtical Fatal

17 13 141

Warming = Average + 3 standard deviations
Caifical = 2% posceni abowo warning walug
Fatal =50 parcent sbows warsing value

Workflow - Workflow (1 and 2)

The Foglight OEB workflow properties can be set for:
* The number of active workflows
e The number of deferred workflow items

e The number of stuck workflow items



e The number of errored workflow items
* The number of notified workflow items
* The number of timeout workflow items
* The number of workflow items waiting to be sent

Each property has three levels of alerting: Warning, Critical and Fatal. This report lists the current workflow
values and the property alert estimates.

@ | NOTE: These values represent current activity only and are suitable for initial property settings. However,
it is recommended that once the Foglight cartridge is collecting workflow information for approximately
one month the properties should be reassessed based on the values shown in the Foglight workflow views.

Example Report

OEBS FOGVS0  FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Agent Properties - WORKFLOW - Workflow [1) & Workflow (2)
For OEBS 12 Demo Application (Gary Piper)

Az at 17-Jan-08 (Thu) 13:23

Propeity Cirtre Value Waming Crities! Famal
Wooskflow 515 50,700 57 600 63,200
Defesad 2565 2,800 3,200 3,800
Stuck 0 1] o
Emee 14,106 15500 17 B0 21,200
Matified 19,845 21,800 24,800 29,800
Tunaout 1 o a o
belail hems EOD Tod BOD
Proparty Count: T

Warming = 10 percent abeve cusentvalus

Ciitical = 25 parcent abevi ciimen valis

Fatal =50 percent absve earent value

If the estimated values of workflows of a particular status are low within the application, the Warning, Critical
and Fatal level shown may be inappropriate. For example, refer to Stuck count in the above example report.
Where this is the case, estimate these values to an appropriate level.

Foglight OEBS V5 Agent Property Lists

The Foglight for Oracle E-Business Suite has an extensive number of agent properties and agent property lists
that should be set prior to normal operation of the Cartridge for Oracle E-Business Suite.

Within the Foglight for Oracle E-Business Suite OEBS cartridge there are a number of properties that allow you
to include or exclude Users, Concurrent Programs, workflows, and so on, from a number collections.

The Foglight OEBS V5 Agent Property Lists group of reports report on the property lists for the Foglight OEBS
cartridge:

* Aged User Exclusion List

« Concurrent Manager - List of Values

e Concurrent Manager - Watch List

e Concurrent Program - Watch List

= Concurrent Request - Duplicate Requests Exclusion List
= Concurrent Request - Long Running Exclusion List

* Index Watch List

* Object Monitor List

 Workflow - Long Running Exclusion List

« Workflow - Purge Check Exclusion List

Run these reports after installation of the Foglight cartridge and prior to the cartridge being started.



In addition, these reports should be run and the resulting reports provided to the customer. As part of the PSO
engagement, a copy should also be kept a as part of an implementation audit trail.

@ | NOTE: In many cases, this set of reports can be used to validate the information entered in the Foglight
property exclusions. In the following example, the user account ABC is not a valid user account.

DEBS FOGNS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Aged User Account Exclusion List
For OEBS 12i Demo Application (Gary Piper)
As at 21-Jan-08 (Mon) 06:42

User Hame Do scripiien

il programs and
ENT MANAGER i o #0d is stored in 8
YSTEM Utga this id for d3a coming from

Dummy user for in

ASC MOTE: This account does net exist in this OEES instance

User Count: &

Aged User Exclusion List

This report lists those user accounts to be excluded from the Foglight Aged User Alert.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Aged User Account Exclusion List
For OEBS 12i Demo Application [Gary Piper)
As at 21-Jan-08 (Mon) D6:42

User Bame Boscrlpilen

ANOMYMOUS
AUTOINSTALL
CONCURRENT MANAGER
FEEDER SYSTEM

INTIAL SETUP Dummy wser far initial

¢ feeder System programs and

cument manager and iz stored in ea

1a coming from feeder sy

et up 1w in an application

ABC MOTE: This account does nat exist in this OEBS instance

Uses Count: 6

Concurrent Manager - List of Values

This report is provided to aid in the setup of the CR - Running and Pending by Manager alerts. This report lists all
the currently active concurrent managers for the target application including the number of manager processes.
The manager name from this report can be used in the Concurrent Manager - Manager Watch List property.

Example Report

DEGEFOG- .0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)
Concuurent Manager List for
(Agent Property - Running & Pending - Manager Watch List)

For OEBS 12i Demo Application (Gary Piper)
As at 20-Jan-08 (Sun) 05:50

Manager Nama Procasses

AMSOMIN

RCWOLTM
RCWOLTMI1A
STANDARD




Concurrent Manager - Watch List

The Foglight OEBS cartridge provides the ability to monitor selected concurrent managers and alerts when the
number of pending requests exceeds a preset value (CR - Running and Pending by Manager). This report lists
those managers that are being monitored and their alert levels.

Example Report

OEBS FOGYI.0 FOGLIGHT FOR DRACLE E-BUSINESS SUITE [Ver 5.0)
Concurrent Manager - Watch List

For OEBS 12| Demo Application {Gary Piper]
As at 20-Jan-08 (Sun) 06:15

Manager Mama Dosesipiion Max Processes Panding Alarm Level  Running Matm Lavel
STANDARD STANDARD 100 10
* UNKNOWN = 1 1

Manages Count: 2

NOTE: A Foglight rule must be created for each “watched” manager. A preset Foglight rule is not provided
for Running Alarm Level.

6]

Concurrent Program - Watch List

The Foglight OEBS cartridge provides the ability to monitor selected concurrent programs and alert when:
* The program cannot be found, or is placed on hold
= Completed with a status of error
= Completed with a status of error
« Requested and have a status of Pending or Running

This report lists the current concurrent program watch list.

Example Report

OEBS FOGVS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Concurrent Request - Program Watch List

For OEBS 12| Demo Application (Gary Piper)
As at 21-Jan{08 (Mon) 05:50

Completed
Appn D Program i Pregram Hame User Program Hamn Exlsts Pending Running Error Waming
1] Furga Co W Request andior Manager Data Ho No Ho Mo
o data Tos Mo HNo Mo o
1] Yos Mo Mo M No
o e Me Mo 0 No
o LT Ho Yes Tes Yos Yes
1o Ho Yos Yes Yos Wes
m Yos Yes Yas Yes
m Yas Mo No Mo i
im Ho Yes Yes fes Ves
178 Dielate #a Tom temporary table Yag Ma o M Na

Waiched Programs: 10

Concurrent Request - Duplicate Requests Exclusion List

This report lists those concurrent programs that are excluded from the Foglight duplicate requests alert.



Example Report

DEBS FOGVS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Duplicate Requests - Program Exclusion List

For OEBS 12i Demo Application (Gary Piper)
As at 21-Jan08 (Mon) 05:57

Appr il Program 1D Program Mame User Program Hame

1 GLPPOS Pasding

Excluded Programs: 1

Concurrent Request - Long Running Exclusion List

This report lists those concurrent programs that are excluded from the Foglight long running requests alert.

Example Report

OEBS-FOGVS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver5.0)
Duplicate Requests - Program Exclusion List

For QEBS 12| Damo Application {Gary Piper)
As at 21-Jan08 (Mon) 05:57

ApprID Piograim D Peogeam Mame Usar Piograim Name

| GLPPOS Fasting

Excluded Programs: 1

Index Watch List

The Foglight OEBS cartridge provides the ability to check one or more indexes and alert when the number of
deleted rows exceeds 30 percent. This report lists those indexes being checked by Foglight.

Example Report

OEBSFOGVSD  FQGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)

Health Check - Index Check List
For OEBS 12i Demo Application (Gary Piper)
As at 21-Jan-08 (Mon) 05:51

Index Owmer Index Name States

Ewnis
Eanls
Ewiits
Ewxsits
Exsts

AERLEYS

Ewmts

Index Count: &

NOTE: It is recommended that the number of indexes be limited as the overhead for each index check is

®
high.

Object Monitor List

The Foglight OEBS cartridge provides the ability to monitor the number of rows in a table or view. This report
lists the tables and/or views currently being monitored.

Example Report

e FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0.0)
Object Monitor List

For OEBS 12i Demo Application (Gary Piper)
As at21-Jan08 (Mon) 07:36

Owener Objest Hame Object Type  Waming Rows  Collect Slatus
APPLSYS CURRENT_REQUESTS Table 100,000 Yes Exnts
13 _be Wigw 20 Yes = INENOWH

OBject Count: 2




Workflow - Long Running Exclusion List

This report lists those workflows excluded from the Foglight long running workflows alert.

Example Report

OEBS FOGMS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Workflow - Long Running Exclusion List

For OEES 12| Demo Application (Gary Piper)
As at 21-Jan-0B (Mon) 05:58

Workdlow Nams Display Hame

APEXP Expenises

Workdlow Exclusion Count: 1

Workflow - Purge Check Exclusion List

This report lists those workflows excluded from the Foglight workflow purge alert.

Example Report

OEBS FOGVS0  FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Workflow - Purge Check Exclusion List

For OEBS 12| Demo Application (Gary Piper)
As at 21-Jan-08 (Mon) 05:588

Workilow Name Display Hame

APENP Expenses

Workflew Exclusien Count 1

Quest Foglight OEBS V5 Agent Support

The Foglight OEB cartridge support reports can be found under the reports section Foglight OEBS V5 Agent
Support in the Toad reports module.

The Foglight support reports provide information on the install and setup of the Foglight OEBDatabase Agent
and are primarily used by Dell to both an audit of the Foglight agent install and to aid Dell support personnel in
issue resolution. Many of these reports are used to identify if any of the required Foglight objects are missing or
have become invalid.

The reports are also part of an install record for each site and a copy of all reports in the support section should
be generated and stored for future reference.

While the reports in the support section are designed for Dell PSO (Professional Services) and Support, they may
provide useful but limited information for the customer. That is, the majority of these reports can be used to
answer the customer question “What are you installing in my application?”.

These reports are:
= Agent Configuration
« Agent Periodic Runs
« Agent Property List
* Application Information
* Baseline Statistics
= Concurrent Request Activity History
« Install - Function Check
« Install - Grant Check

« Install - Installed Products (Foglight)



= Install - Package Check
« Install - Synonym Check
= Install - Table Check
* Install - Type Check
« Install - View Check

= Workflow Activity History

Agent Configuration

The Foglight OEB cartridge requires a number of reference values for its normal operation. This report lists the
Agent Configuration settings.

Example Report

OERS FOG VS0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Agent Configuration
For DEB! emo Appécation [Gary Piper)
~Jan-08 [Thu) 08:34
allacior Nams
GUEST_FG_0EBS_M ERT_SUMMARY
Date Vakee: S Due 7 1505
ameri: Vatus
Varchm Value:
QUEST_FG_OEBS_0L_ALARM STDDEVS The rimbar of slandard denshons b be ULe
Dt Vabas b &4k
Wameric Vatue: 4 o iy
Vancha Value Lawt Update fige D 48
GUEST_Fo_0FRS_CM_CONTROL_CHECK The neqeest_is ol the kst G0 cortenl progeam chack
Dast Warhse: Lt Uil
Ramaric Value: 0 [}
Vanrhs Valie
GUEST_FG_DEBS_CR_LONG_RUNNING Th s m e (Mg
Date itk
Heameré: Vo . -
Varchas Vaiue Lt lipdnte Age Daye: 41
GUEST_FG_0EBS_CR_LR_STOOEVS Thi eumber of stindard dewalions 16 ba Ui 48 IeF g Auraing IBEULs Sens
[hate Vakes: Last Update Dale:
Wamaiie Vatue: Last Update By:
Varcha Value Rast Update Ags Daysk: 4F

@ | NOTE: The last update by value is set to “Install” on install. Once the collector runs, the value is set by
the collector to “Collector”. A value of “Install” indicates the collector has never run. Some collectors
only run once per month.

Agent Periodic Runs

The maximum collection frequency for Foglight cartridge is daily. However, there are a number of collections
within the OEB cartridge that should only be run once per day, week or month. The cartridge periodic runs
feature ensures the selected collectors only run once per defined period, regardless of the collectors sample
frequency.

This report only refers to collections that are to be run daily, weekly or monthly. It does not include collectors
that are run more frequently.



Example Report

OERS FOGVS D

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Agent Periodic Runs

For DEBS 12| Demo Application {Gary Piper)
As at 17-Jan-08 [Thu) 08:37

Callector Hame

Frequancy Last Run Date

Last Fun Age Mrays)

Arcio
OUEST
Artive ALooun

QUEST_FG_OEES_ACC_END_DATE
0 end date to be checked monthly

3 DEBES _ACTIVE_ACCOHMINTS

¥ 1o be

QUEST_FG_0OEES_AGED_ACCOUNTS
Healih Check Aged Apphcaton Accounts 1o be checked monthly

MONTHLY A0-Ner

DAy 19-De Ved) O0L0D0

MONTHLY H0-Now-OT (Fri) 1645

QUEST_FG_OEBS_AGED_ONHOLD MONTHLY £3-More-07 (Th 645 48
Hualth Check O onehld roquests to be chac ked monthly

GUEST FG OEES CRBO STATS CHECK MOMNTHLY 20-Nov-D7 (Eri} 10:37 a7
Hualth Chack CBO st k ta be chacked manthly

QUEST_FG_OEBS CR_COMPLETED M DaRyY 19-Dac-07 (Wed) 01:00 29
Comgleted o que story 1o be collected daily

OUEST_FG_OEBRS_CR_RUMTIME_H 13-0rec-07 {Thy) 0000 35
CR long runeing check 10 be checked weekly

QUEST_FG_OEBS_DEAD _SESSIONS MONTHLY V) 16 45 56
Dead 1on check

OUEST_FG_OEES_FAILED_F5_LOGINS LY D4-Dec-07 (Tue) 05 45 43
Heahh Check unsuccessiul FS bogns 1o be b

OUEST_FG_OEBS_FAILED_S5_LOGINS DALY D4-Dec-07 [Tue) 05 45 a3
Health Cheek unsuceessiul S5 loging 18 be checkid didy

QUEST_FG_OEBS_F&_HISTORY DALY 19-Dec-O7 (Wed) 01.00 28

FulJl sanice user history 1o ba collacted daly

@ | NOTE: The frequency value of “daily” is included to ensure the “daily” collections only run once per day,
even if the collector run frequency is set to a higher collection rate (for example, every hour).

Agent Property List

The Agent Properties List report lists all the current property settings for the Foglight OEB cartridge.

Example Report

OEBSFOGVSO0  FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
AGENT PROPERTIES
For OEBS 12i Demo Application (Gary Piper)
Ag at 17-Jan-08 (Thu) 08:38

ASP Name Siring Value Inmeger Vahe
dDateby tionPeriad 2
cooun! sWamingTheeshald 200

Yet

Yo

Yes

Bath
10
CompletedErroF atal 15
CompletedEmorWaming 5
0
30
10
2,5m
3000
D afarre d¥amingThie shold 2,000
ErrorCriticalT 750
800
fom
FglMa 4
4

Buogh
cHiT hreshold 1,000
atalThreshold 1,400
rerey Theas hol 800

A5Pa (ee below)

B




Application Information

The Application Information report lists high-level OEB applications details including both application and
database versions.

This is the first and most important report to be run when on site as it provides a high-level overview of the
target environment.

Example Report

DEBS FOGWS.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)

AGENT SUPPORT - Application Details

(L) Vale

Repom Dare 17-Jan-03 (Thy) 02.40
Database Verslon 2

Database SI0 VIS

Cpu_Count 1

Db _Name s

Optimbzor_Mads ALL_ROWE

GEBS Version 1200

Slgn-Omfudin Level  Fomm

® | NOTE: This report can be run as the user “APPS” prior to the OEB Agent being installed.

Baseline Statistics

The Foglight OEB cartridge uses historical application activity to set baseline alert levels. A number of historical
activity collectors populate the Foglight baseline data and that data is then used for baseline alerting. This
report shows the current baseline statistics.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Baseline Statistics
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 08:41

Staigtic Name
Statistic Bescription

QUEST_FG_OEBS_CR_COMPLETED_H
The number of completed requests basaline

Last Sample Date: 13-Dec07 0800 Minimum Vilue: a
History Days: 12 Average Value: 13
Walse Deseripton: Requests B, il s 145

Standard Dew: 15

QUEST_FG_OEBS_FS_HISTORY_SESSIONS

The Mumbés of Full Serdce sessions

Last Sample Date: 19-Decd7 01 00 Minimum Value:
History Days: 2 Average Values
Value Descriptar: FS Sessions Masdmum Valse;
Standard Dev: ]

QUEST_FG_CEBS_LOG_OUT_H

The total log and sut fike (Mb) qemeraied

Lawt Sample Date: 19-0ec07 0100 Minimuem Value: o
History Days: 12 Avernge Valup: (]
Walue Descripron: b Maximum Valuwe: o

Standard Dav: o

6) | NOTE: This report should only be run once the first collection run has completed.

Concurrent Request Activity History

The Foglight cartridge detects long-running concurrent requests. In order to determine if a request is long
running, the current runtime for requests are compared to historical activity data held and updated by the
Foglight cartridge. The following reports lists the reference runtimes for concurrent programs run on the target
application used by the Foglight cartridge.



Example Report

OEBS-FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)

Foglight - Ceneurrent Request Activity History
For OEBS 12i Demo Application {Gary Pipar)
As at 17-Jan-08 (Thu) 08:42

Risntime Staisties (Seconds)
AppnID ProgID ProgMame Pragram Full Hame Sample Date Sample Siza  Average  STODEV
70000 (Teus) e 150 240

0 0 FNDCPPUR Purge Concurvant Request andfor Manager Data 130

o 0 FNDSCURS Active Us 3<Dec-07 0000 (Thi) 177 130 |0
o 0 FNDOAMCOL QAM Appl 5 Dashboard Collection 07 0000 (Trs) 1,780 an no
o 0 FNDS Purge 7 00:00 (This) 14 30 30
1”78 B Dietaie dat n iemporary table 07 16:45 (Thug) 15 2n 20
E00 GO0 PER_FND_SES  Remnove obsal gns fFom fnd_sessions 13-Dec-07 0000 (Thu) 16 10 30
o 0 ANALYIEIMPAL Analyze Impact Data D6-Dec-07 0002 [Th) 13 o0 10

Install - Function Check

The Foglight cartridge consists of a number of application side functions. This report lists all the required
functions identifying if the function is either missing or invalid.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Foglight Install - Function Check
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 08:43

Function Mame Exixts  Ststus

Install - Grant Check

The Foglight cartridge consists of a number of application grants (Select only). This report lists all the required
grants and their current status.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Foglight In stall - Grant Check
For OEBS 12| Demo Application {Gary Piper)
As at 17-Jan-08 (Thu) 08:43

Table Owner Tabie Name Select Priv Exluts

P

Install - Installed Products (Foglight)

During the install process and subsequent upgrades the Foglight cartridge runs a series of Foglight FOP (Foglight
Oracle Package) files. This report lists the required FOP files and the status of each FOP file including the
information on the file’s version and when the file was created or rerun.



Example Report

OEBS FOGNS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0}
Installed Foglight Products
For OEBS 12| Deme Application (Gary Piper)
As at 17-Jan-08 (Thu) 08:44

Product Name Insialled By Siates  Version Inwinllod Daie Age [Days)
QEBDATARS ATY FOP uD_DEB2 200 % xwnRrT) 28 Niw- 48
OEBDATABASE O TS FOP 2000k 0w a wrx) 0d-De e 43
BLATABASE O FONSETIME FOP 200x .5 wx e nx) 28 Hov 48
ABASE QL APPLEYS FOP APPLEYS 2Mxxanrens) 30-Nev-07 0649 48
G_APPS FOP APPE Exsts  20{xsxwmruxz) 30-Nov-07 0649 48
ASP_PACKAGEFOP uo_CEB2 Exmas FACEER R RS SR 25-Nw-07 1645 43
Lo_CES2 Exists  20(nuwwxuws) 28 Nev-07 48
o Eaists FCEERER RSN 29N 48
LD _CEBZ Exists Ihexxwraxn) 28-Now7 48
uD_OEE2 Exsts 200k % s-x 5ky) 28-Niw07 48
Eamts FCEERERE TN 0d-Dee c-07 1506 43
QEBDATABASE o_ ¥, Eaxists 20z s xx xxa) 25-Nw7? 1 A
OEBDATABASE QUEST FG_F uD_DEE2 20{kxxwxenx) 20 N7 1 48
OEBDATABASE QUEST FG_| UD_OEB2 20{xmwreex) 29Nm-07 1645 48
ub_oEB2 200 %8 %% £ 53] Od-fre 07 15:086 43
el 20(xxxxxenx) 30-Mow. 48

Install - Package Check

The Foglight cartridge consists of a number of packages. This report lists all the required packages and their
current status.

Example Report

OERS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Foglight Install - Package Check

For OEBS 12i Demo Application [Gary Piper)
As at 17-Jan-08 (Thu) 08:45

Package Rame Enixes Statws  Created Date Time Stamp

FOG_QEBS_ASP_PACK Ewsts VALID Z8-Nov-07 (Thup 1845 20071129 164521

Package Count: 1

Install - Synonym Check

The Foglight cartridge consists of a number of synonyms. This report lists all the required synonyms and their
current status.

Example Report

OEBSFOGVS0  FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Foglight Install - Synonym Check

For OEBE 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 09:26

Synonym Name Exixte  Slatus  Cioated Date Time Stamp
AD_APPLIED_PATCHES Exists VLD
AD_APPL TOPS Exists  WALID
AD_PATCH_DRWERS Exists  WALID

AD_PATCH_RUNS
FHD_APPLICATION

FND_CONCUR ;
FHD,

29 Now D7 [

29-Nee D7

5
5 WALD
5
5

Frb_C CURRENT L) AMS Exi WALID

FHD_CONCURRENT PROGRAMS_TL Exsts  VALD

FND_CONCURRENT_QUEUES Exats  VAUD 29 -NewDF (Thu) 16:45

FND_GONCH T_REGUESTS Exts  VAUD  2%-NoeDF (Thu) 16:45  2007+11-29 1645

Install - Table Check

The Foglight cartridge consists of a number of tables. This report lists all the required tables and their current
status.



Example Report

QEBS FOGVS.D FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0)
Foglight install - Table Check

For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 08:46

Statis  Caeated Date Time Stamp

Talsle Mame

WALID
WALID
vALID
WALID
WALID
WALID
VALID
wALID

AGENTMESSA
QUEST FG_ASP_Al

Install - Type Check

The Foglight cartridge consists of a number of types. This report lists all the required types and their current
status.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Foglight Install - Type Check

For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 08:47

Enixms Status Croated Date Time Stamp

04D 2007-92-04:15:06: 40

ms VALID
Exsis  WALID
Exists WALID

Exists WALID
Exmtz  VALID ov-0F (Thu 1645
Exmts  VALUD  Z3-NewD7 (Thu) 1645

Install - View Check

The Foglight cartridge consists of a number of views. This report lists all the required views and their current
status.

Example Report

OEBS FOGVS.0 FOGLIGHT FOR ORACLE E-BUSINESS SUITE (Ver 5.0)
Foglight install - View Check
For OEBS 12i Demo Application (Gary Piper)
As at 17-Jan-08 (Thu) 08:4T

View Hame Exiwts  Status  Created Date Time Stamp

FO JRRENT_REGUESTS Ewmts WALID 25-Nove-07 (Thu) 1645 2007-11-29.16:4518

D_t

View Count: 1

Workflow Activity History

The Foglight cartridge detects long running workflows. In order to determine if a workflow is long running, the
current runtime for workflows are compared to historical activity data held and updated by the Foglight
cartridge. The following reports lists the reference runtimes for workflows run on the target application used by

the Foglight cartridge.



Example Report

DEBS FOGVS.0

FOGLIGHT FOR ORACLE E-BUSINESS SUITE [Ver 5.0.0)
Foglight Reference History - Waorkflows

Vision
As at 20-Sep-07 (Thu) 10:47

Runtime $taisti cs (Days)

Workflow Display Name Sample Sire Total  Mimimum Average Maximum STODEV
SFM Stan 15 3.0 a0 X
Knowiadge Management Woekdow Process 34 166 6 4361 a4

WFERROR System Ermse 41E 187 281 Hu7e 1197 4 3040

ASKELASW Menitering Engine Warkflow 76 1B214 6 264 397 2581 106

Workdlows: 4




About Dell

Dell listens to customers and delivers worldwide innovative technology, business solutions and services they
trust and value. For more information, visit www.software.dell.com.

Contacting Dell

Technical support:
Online support

Product questions and sales:
(800) 306-9329

Email:
info@software.dell.com

Technical support resources

Technical support is available to customers who have purchased Dell software with a valid maintenance
contract and to customers who have trial versions. To access the Support Portal, go to
https://support.software.dell.com/.

The Support Portal provides self-help tools you can use to solve problems quickly and independently, 24 hours a
day, 365 days a year. In addition, the portal provides direct access to product support engineers through an
online Service Request system.

The site enables you to:
« Create, update, and manage Service Requests (cases)
« View Knowledge Base articles
e Obtain product notifications
= Download software. For trial software, go to Trial Downloads.
* View how-to videos
« Engage in community discussions

« Chat with a support engineer


https://support.software.dell.com/
mailto:info@software.dell.com
https://support.software.dell.com/
http://software.dell.com/trials/
http://software.dell.com/
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